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Abstract

Evolutionary computation techniques have seen a considerable popularity as problem solving and optimisation tools in recent years. Theoreticians have developed a variety of both exact and approximate models for evolutionary program induction algorithms. However, these models are often criticised for being only applicable to simplistic problems or algorithms with unrealistic parameters. In this paper, we start rectifying this situation in relation to what matters the most to practitioners and users of program induction systems: performance. That is, we introduce a simple and practical model for the performance of program-induction algorithms. To test our approach, we consider two important classes of problems — symbolic regression and Boolean function induction — and we model different versions of genetic programming, gene expression programming and stochastic iterated hill climbing in program space. We illustrate the generality of our technique by also accurately modelling the performance of a training algorithm for artificial neural networks and two heuristics for the off-line bin packing problem.

We show that our models, besides performing accurate predictions, can help in the analysis and comparison of different algorithms and/or algorithms with different parameters setting. We illustrate this via the automatic construction of a taxonomy for the stochastic program-induction algorithms considered in this study. The taxonomy reveals important features of these algorithms from the performance point of view, which are not detected by ordinary experimentation.
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1. Introduction

Evolutionary Algorithms (EAs) are popular forms of search and optimisation [1, 2, 3, 4, 5, 6]. Their invention dates back many decades (e.g., see [7]). So, one might imagine that, by now, we should have a full theoretical understanding of their operations and a rich set of theoretically-sound guidelines for their parametrisation and customisation. However, this is not the case.

Despite the simplicity of EAs, sound theoretical models of EAs and precise mathematical results have been scarce and hard to obtain, often emerging many years after the proposal of the original algorithm (e.g., see [8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18]). A key reason for this is that each algorithm, representation, set of genetic operators and, often, fitness function requires a different theoretical model. In addition, the randomness, non-linearities and immense number of degrees of freedom present in a typical EA make life very hard for theoreticians.

This applies also to techniques for the automatic evolution of computer programs, or Evolutionary Program-induction Algorithms (EPAs), including Genetic Programming (GP) [6, 15, 19], Cartesian GP (CGP) [20], Grammatical Evolution (GE) [21] and Gene Expression Programming (GEP) [22] among others. Our theoretical understanding of EPAs has been even slower to develop.
than for other EAs chiefly because of the objective difficulty of modelling stochastic searchers in infinite spaces (programs have unbounded size) where search operators can dynamically change the dimension and structure of the solutions being explored, as it is the case for most EPAs. So, despite recent successes in developing solid theory for GP and related EPAs (e.g., see [15, 17, 23] and the review in [19]), there is a growing gap between EPA theory and practice.

Often theoretical studies and models of EAs are criticised for not being easily applicable to realistic situations (e.g., see [24]). One reason for this is that producing a comprehensive theory for complex adaptive systems such as EAs is objectively hard and slow, as we mentioned earlier. Another reason is that, sometimes, theoreticians focus on approaches and problems that are too distant from practice. So, despite the proven effectiveness of EAs and EPAs (see for example [19]), there is an urgent need for a theory that can clarify the applicability of different types of algorithms to particular problems, provide design guidelines and, thereby, avoid the current, very time-consuming, practice of hand-tuning algorithms, parameters and operators.

This paper attempts to rectify this situation by proposing a practical model of EPAs. The model, by design, does not capture all the characteristics of an algorithm nor models it exactly (which is extremely difficult). Instead, it focuses on what matters the most to practitioners, the performance of EAs in realistic problems, accepting the fact that, in practice, modelling performance cannot be done exactly. This model will allow us to give answers to questions such as: How likely is it that a particular algorithm will solve a particular problem of interest? What fitness should we expect to find at the end of a run? What’s the best algorithm to solve a problem or a class of problems? Since no alternative model of EPA performance is available at present, the only alternative is to seek answers to these questions by direct empirical experimentation!

Although our approach was initially aimed at modelling EPAs, it can easily be extended beyond program induction by stochastic search to capture the characteristics of other forms of search and problem solving. To illustrate this we will also model the performance of two heuristics for the off-line bin packing problem and one learning algorithm for feed-forward neural networks.

Our models are related to techniques used to solve the algorithm selection problem [25] (i.e., the problem of deciding which tool to choose to solve a problem out of a set of available tools) and, in particular, to the modelling techniques used in algorithm portfolios [26, 27, 28, 29, 30, 31, 32, 33, 34, 35] (i.e., collections of algorithms that are run in parallel or in sequence to solve a problem). The methodology presented here is complementary to (but competitive with) such approaches, as we will illustrate through in the creation of effective portfolios of program induction algorithms: an area where no algorithm selection technique had been tested before.

Our models can also be used beyond the pure prediction of performance. For example, they enable the analysis of the similarities and differences between algorithms in relation to performance. To illustrate this, from a collection of models of different algorithms (or the same algorithms but with different parameters) we will obtain a meaningful and informative taxonomy of evolutionary and stochastic program-induction algorithms, with a completely automatic process.

The paper is organised as follows. In Section 2 we review related theoretical work in the field of EAs. In Section 3 we describe our performance model, how we arrived at it and the methodology used to instantiate it. Section 4 presents the problems used to test the approach, while Section 5 describes the systems and parameter settings used in the experimentation. Experimental results that corroborate the validity of the models’ predictions are presented in Section 6. Section 7 looks at the algorithm selection problem surveying relevant literature and applying our models to the creation of two algorithm portfolios for program-induction problems. The similarities and differences with other approaches are also discussed. Applications of our models in the comparison and categorisation of algorithms are discussed in Section 8. Some conclusions and possible directions for future work are given in Section 9.

2. Related Work

Our work is related to the problem of understanding what makes a problem easy or hard for EAs. Problem-difficulty studies in EAs focused initially on the building-block hypothesis for
Genetic Algorithms (GAs) [2] and the related notion of deception [36]. The approach consisted in constructing artificial fitness functions that, based on certain a priori assumptions, would be easy or hard for GAs. This produced useful results but also some puzzling counter examples [37].

The notion of fitness landscape, originally proposed in [38], underlies many recent approaches to problem difficulty. It is clear, for example, that a smooth landscape with a single optimum will be relatively easy to search for many algorithms, while a very rugged landscape, with many local optima, may be more problematic [39, 40]. However, the graphical visualisation of fitness landscapes is rarely possible given the size of typical search spaces. So, one really needs to condense useful information on fitness landscapes into one or a few numeric descriptors.

In [41], Jones introduced one such descriptor of problem difficulty for GAs: the fitness distance correlation (fdc). The study of fdc has been extended to GP [42, 43, 44, 45]. These studies show that fdc is often a reliable indicator of problem hardness. However, it has one big flaw: it requires the optimal solution(s) to be known beforehand. This prevents the use of fdc to estimate problem difficulty in practical applications. A measure that does not suffer from this problem, the negative slope coefficient (nsc), has recently been proposed [46]. This is based in the concept of fitness cloud (a scatter plot of parent/offspring fitness pairs). The nsc uses the idea of first dividing the cloud into a certain number of bins along the parent-fitness axis, then computing the mean offspring fitness for each bin, and finally analysing the changes in slope between adjacent bins in the resulting histogram. The nsc has been shown to be a reliable measure in a number of different benchmark problems in GP [46, 47, 48]. A slightly modified version of nsc called fitness proportional nsc has also given good results in GAs [49].

While fdc and nsc (and other measures of problem difficulty) provide reasonable indications of whether a problem is hard or easy, they do not really give a direct estimation of how hard or easy a problem is in relation to any particular performance measure, such as the success rate of an EA or the expected end-of-run fitness. To the best of our knowledge, no approach has ever been proposed that achieves this for EPAs, and this paper attempts to fill precisely this important gap in our knowledge. However, there are a small number of approaches (including one that has been a source of inspiration for the work presented here) that have achieved a good degree of success at predicting actual performance in other areas of EAs. So, we briefly review them below.

Precise bounds on the expected run time for a variety of EAs can be obtained by using computational complexity techniques [50, 51, 52, 53, 54, 55, 56]. Typically, this has been done only for specific classes of functions although there are some exceptions where run-time bounds have been derived for more general combinatorial optimisation problems [57, 58, 59, 60, 61, 62].

At the opposite end of the generality spectrum is the No Free Lunch (NFL) theorem [63], which shows that averaged over all possible algorithms, all problems have the same difficulty, and, averaged over all possible problems, all algorithms have the same efficiency. The implications and applicability of NFL have been clarified (e.g., see [64, 65, 66, 67]). While NFL-type results are very important as they limit what can or cannot be achieved by a search algorithm performance-wise, they can only provide indications of the performance of an algorithm only if the class of problems is closed under permutation [66]. However, we know that for function and program induction only very artificial problem classes are closed under permutation [68, 69, 70].

The situation is not much better for continuous optimisation, where we have a reasonably clear understanding of behaviour and performance essentially only for Evolutionary Strategies [71] applied to particularly simple functions (e.g., spheres and ridges). Markov chain models with continuous state spaces can be defined and general results have been obtained using them [72]. However, the complexity of the calculations involved makes them impractical for the analysis of the performance of continuous optimisers. These can also be studied using discrete Markov chain models that can approximate them on arbitrary continuous problems to any precision [73]. While this is promising, it is not clear how to extend the work in [72, 73] to EPAs, given that they explore either a space of discrete structures or a hybrid discrete space with continuous subspaces (corresponding to real-valued numerical constants) embedded within it. In principle, it would be possible to apply Markov chains to predict the performance of EPAs (without real-valued constants) using some recently developed models [18], but these models are immense, making their application to practical problems effectively impossible.
The simple approach in [74], where the performance of a GA was modelled with surprisingly reliable results, has particularly inspired the work presented in this paper. The idea there was that, when selection is based on comparing the fitness of different solutions (as is often the case), the performance of an EA really only depends on relative fitness values. The fitness function can, therefore, be re-represented using a comparison matrix. The matrix represents the outcomes of all the possible comparisons between pairs of solutions that the selection mechanism might need to perform. So, the value of the element \((i, j)\) in the matrix is the sign of \(f(i) - f(j)\), \(f\) being the fitness function. Because of the matrix is skew-symmetric, all the relevant information is stored in its upper triangle. By reading the elements of the upper triangle one by one, we obtain a vector \(v = (v_1, v_2, \ldots)\), called an information landscape, that represents all the information the EA can ever need about \(f\) to perform its search. Thus, the performance of an EA on a particular problem can only be a function of \(v\). Clearly, this function is expected to be non-linear, quite complex, and practically impossible to derive from first principles for any algorithm of any complexity. However, [74] obtained good results by modelling the performance of a GA using the simple function

\[
P(v) \approx a_0 + \sum a_i v_i,
\]

where \(a_i\) are coefficients. These were found by applying the least squares method to a training set containing a sufficiently large set of \((v, P(v))\) tuples obtained by running the GA on a variety of problems and recording the associated performance.

In principle, any comparison-based algorithm can be modelled in this way. Also, potentially users are free to choose any performance measure. However, the technique does not scale well with the size, \(n\), of the search space, the number of elements in \(v\) being \(\frac{n(n-1)}{2}\). Thus, to uniquely identify the coefficients \(a_i\), one needs a training set containing at least \(\frac{n(n-1)}{2} + 1\) problem/performance pairs. Also, because of the stochasticity of GAs, performance evaluation on a problem typically requires gathering statistics over multiple runs. Thus, the construction of a training set suitable for the application of the method is practically impossible, except for very small search spaces.\(^1\)

3. Modelling EPA Performance

In this section we describe our performance model and how we arrived at it. We start by considering the applicability of information landscapes to program spaces.

3.1. Information Landscapes for Search in Program Spaces?

Inspired by the information-landscape idea of [74] summarised in Section 2, we tried to model the performance of a GP system using the \(v\) vector re-representation of the fitness function and Equation (1). Unfortunately, upon a detailed study, we found that there are problems that limit the applicability of the original information landscape modelling technique to EPAs.

The first issue is the scalability of the information-landscape approach, which in program-induction is particularly problematic because of the relatively slow fitness evaluations associated with typical induction and regression problems. In fact, the information landscape technique could not even be applied to program induction because, at least in principle, the size of program search spaces is infinite. So, the required \(v\) vector would be infinitely dimensional, and so, an infinitely large training set would be needed to determine its associated coefficients \(a_i\). Of course, in practice there is always some upper bound on the size of the programs one is interested in exploring. Nonetheless, the problem remains serious because for typical primitive sets, the number of distinct programs up to a certain size grows exponentially with the size and the number of

\(^1\)As one of the reviewers observed, if \(n\) is so small that enumerating \(n\) objects is feasible, the optimisation problem is not interesting since it can be solved in a trivial way. This implies that for very small problems, modelling the performance of algorithms other than the simplest, say random search or enumeration, is essentially an academic exercise, since complex algorithms are unlikely to be used in such trivial cases. However, when the search space is large, as the search spaces we consider in this paper, performance models may become very important.
coefficients that need identifying grows like the square of that number. This makes it difficult to use the information landscape approach even for the smallest program spaces.

The size of the training set is not the only problem. Another problem is that, in most primitive sets, there are symmetries which imply that two syntactically different programs may, in fact, present the same functionality. For example, within the search space generated by \( \{x, y, √x, +, x\} \), the expressions \( p_1 = √x × y \) and \( p_2 = √y × x \) are functionally indistinguishable. If fitness is computed (as usual) based on the behaviour of programs, syntactically distinct programs with identical behaviours will always have identical fitness irrespective of the problem. This translates into constraints between elements of the \( v \) vector re-representation of fitness. For example, if \( p_3 = x \) and \( v_j \) represents the comparison between the fitness of programs \( p_1 \) and \( p_3 \) while \( v_k \) represents the comparison between programs \( p_2 \) and \( p_3 \), it will always be the case that \( v_j ≡ v_k \). As a result any choice of the coefficients \( a_j \) and \( a_k \) such that \( a_j + a_k = \text{constant} \) produces a model of identical quality. This makes the problem of identifying such coefficients via ordinary linear regression generally ill-posed \([75]\) in the sense that it does not have a unique solution. More generally, the coefficients in Equation (1) associated with elements in the \( v \) vector that remain identical across problems cannot univocally be determined.\(^2\)

All this suggests that the information landscape approach, as originally formulated, is unsuitable to model EPAs. Some modification of the approach are thus necessary to overcome its limitations. Multiple alternatives are possible. In the next sections we will focus on the direction we took in this work, which is based on a different re-representation of the fitness function. We will also briefly discuss another possibility to make information landscapes viable for EPAs.

### 3.2. A Sparse Representation of Fitness

Let \( Ω \) be a program search space and \( f \) a fitness function over \( Ω \). We assume that \( Ω \) is ordered. One can then represent \( f \) using a corresponding ordered set \( F(Ω) = \{ f(p) | p ∈ Ω \} \). Clearly, \( F(Ω) \) is an exact representation of the fitness function. So, borrowing ideas from information landscapes, one could imagine estimating the performance of an EPA using the linear model

\[
P(f) ≈ a_0 + \sum_{p ∈ Ω} a_p f(p).
\]

(2)

Note that this model has far fewer parameters than Equation (1). Nonetheless, their identification via ordinary linear regression is problematic due to the size of typical program spaces and the indeterminacy resulting from the semantic equivalence of distinct programs. However, Equation (2) can be transformed into a workable model if we accept to only partially represent the fitness function. That is, instead of using \( F(Ω) \) as a representation for \( f \), we use \( F(S) = \{ f(p) : p ∈ S \} \), where \( S ⊆ Ω \). This leads to in the following model

\[
P(f) ≈ a_0 + \sum_{p ∈ S} a_p f(p).
\]

(3)

The advantage of Equation (3) is that the cardinality of \( S \) is under our control. Therefore, we can easily ensure that there are not too many coefficients to identify via regression, making the problem well-posed and keeping the size of the training set under control. For these reasons we adopted Equation (3) as a stepping stone towards our performance model.

While, in principle, this approach could be applied to any domain, when the objective is to model EPAs, Equation (3) can be further specialised, thereby revealing a deeper structure that we will exploit for modelling purposes.

In particular, it is common practice in EPAs to use a fitness function, \( f(p) \), which evaluates how similar the functionality of a program \( p ∈ Ω \) is to a target functionality, \( t \). Typically, \( t \) is

\(^2\)The problem is not simply caused by Equation (1) being linear in the \( d(., .) \) terms. For example, if one used the highly non-linear model \( P(v) \approx \prod a_i^{v_i} \) and we had that \( v_j ≡ v_k \), then \( a_j^{v_j} a_k^{v_k} ≡ (a_j a_k)^{v_j} \) which implies that any model where \( a_j × a_k = \text{constant} \) would have the same quality, making the choice of \( a_j \) and \( a_k \) non-unique.
represented via a finite set of training input-output pairs (called fitness cases in GP). So, fitness is generally computed as $f(p) = \sum_{i=1}^{\ell} g(p(x_i), t(x_i))$ where $\{(x_i, t(x_i))\}$ is a set of fitness cases of cardinality $\ell$ (each $x_i$ being a set of inputs and $t(x_i)$ the corresponding desired output) and $g$ is a function which evaluates the degree to which the behaviour of $p$ (i.e., its outputs) matches $t$ in each fitness case.\(^5\) Typically, the set of fitness-case inputs, $\{x_i\}$, is fixed, the corresponding outputs, i.e., $t(x_i)$ and $p(x_i)$, are numbers and $g(a, b) = |a - b|^k$ with $k = 1$ or $k = 2$.

Under these conditions (see [68]) we can think of both $t$ and $p$ as being $\ell$-dimensional vectors, $t = (t_1, \ldots, t_\ell)$ and $p = (p_1, \ldots, p_\ell)$, respectively, where $t_k = t(x_i)$ and $p_i = p(x_i)$. We can then represent $f(p) = d(p, t)$ where $d$ is a similarity measure between vectors. So, different $t$ vectors induce different fitness measures on the program search space. Also, Equation (3) transforms into

$$P(t) \approx a_0 + \sum_{p \in S} a_p \cdot d(p, t)$$

(4)

where we used $P(t)$ instead of $P(f)$ since fitness is really determined by $t$, and $p(p)$ stands for the output produced by program $p$ when tested on the fitness cases associated to a problem.

Equation (4) is specialised to model performance of program induction algorithms. In the following section, we will generalise it to make it possible to model performance of both EPAs and searchers in other domains. Before we do this, however, we should note that $F(S)$ is only a sparse representation of $f$ and, so, Equations (3) and (4) will necessarily be less accurate than Equation (2). Of course, since the latter is itself an estimate, it makes sense to ask whether a careful choice of $S$ might still produce reasonable results.\(^4\) We should also note that, as suggested by one of the reviewers, an alternative approach to making information landscapes viable for EPAs would be to sample them, i.e., to use only a subset of the components of $v$ in Equation (1).\(^5\)

3.3. Performance Models and Problem Landscapes

In program induction, in principle, the search space may not contain a program with exactly the target functionality $t$. This acts as the second term of comparison in the factors $d(p(p), t)$ in Equation (4). It stands to reason that by also allowing the first term of comparison, $p(p)$, to not be the functionality of a program actually in $\Omega$ we can generalise Equation (4), obtaining

$$P(t) \approx a_0 + \sum_{p \in S} a_p \cdot d(p, t)$$

(5)

where $S$ is a subset of the set of all possible program behaviours (independently on whether or not there is a program in $\Omega$ implementing them). In particular, $S \subset \mathbb{R}^\ell$ for continuous regression problems and $S \subset \{0, 1\}^{\ell}$ for Boolean induction problems.

Note that, while we derived Equation (5) for the case where $p$ and $t$ are $\ell$-dimensional vectors, there is no reason why we cannot generalise it to objects of any type and structure as long as one can define a similarity measure $d(p, t)$ for them. With this further generalisation, effectively Equation (5) can also be applied to problems other than program induction. In particular, we can now interpret $S$ as a subset of the set of all possible problems, rather than a subset of the set of all possible programs (or, more precisely, program behaviours). For example, $S$ could be a subset of all possible Boolean functions of 4 inputs as easily as it could be a subset of bin packing problems.

\(^3\)This means that one is not free to associate any fitness to a program: fitness is always computed indirectly via some form of similarity measure. This constrains the number and type of fitness functions one can create for EPAs.

\(^4\)Naturally, selecting $S$ is a delicate task that, if done inappropriately, could introduce undesired biases. As discussed in Section 3.4, here we have successfully used a simple procedure that involves the sampling of $\Omega$ followed by a further selection step. Such procedures can be generalised to other domains. However, it is conceivable that in some cases the identification of a suitable $S$ could be more difficult.

\(^5\)We tested this idea in experiments (not reported for space limitations) with the class of 3-input Boolean-induction problems and all the different EPAs considered in this paper. The models produced were in all cases inferior to those obtained with sparse fitness landscapes. Nonetheless, results indicated that the approach is viable and worthy of further exploration and development in future research.
In this case the terms \(d(p, t)\) in Equation (5) effectively define a problem landscape, i.e., they represent the degree of similarity between two problems.\(^6\)

This interpretation of Equation (5) is the model we will explore in the rest of the paper. The idea is general and, as we will show, can successfully be applied to a variety of program-induction algorithms as well as other machine learners and problem solvers. However, there is an important question that needs answering before we can proceed with using Equation (5). Clearly, we should expect different choices of \(S\) to produce models of different accuracy. So, how should we choose the elements of \(S\)? The process we adopted in this work is described in the next section.

### 3.4. Model Identification

To instantiate Equation (5) for EPAs and other algorithms we need a training set of problems \(T\), a validation set \(V\), a closeness measure \(d\) and a set of problems \(\Sigma\) from which to draw the elements of \(S\). The sets \(T\) and \(S\) are used to identify the coefficients \(a_p\) so as to obtain a good fit. The validation set \(V\) is used to test the generality of the model. \(T\) and \(V\) are composed by pairs \((t, P(t))\) where \(t\) is a problem (e.g., for EPAs, a target vector) and \(P(t)\) is the corresponding performance of the algorithm under study, which, for stochastic algorithms, is estimated by averaging performance over multiple independent runs.

An important issue is the choice of \(\Sigma\). For discrete domains of reasonably small size, one option is to use all the possible elements in a class of problems. Alternatively, if the cardinality of a class of problems is too big or infinite, one could construct \(\Sigma\) by drawing a representative set of samples from the class. In this work we decided to use the latter approach. Since typically also the training set \(T\) needs to be produced in via sampling, we decided to take \(\Sigma = T\). Section 4 describes the simple procedures used to obtain \(T\) for different benchmark problems.

We used the Least Angle Regression (LARS) algorithm (see [76]) as a method to decide which problems from \(T\) to include in \(S\). LARS works as follows. It starts by setting all the coefficients \(a_p\) to zero and finds the predictor most correlated with the response (i.e., the performance measure). Then it takes the largest possible step in the direction of this predictor until some other predictor has as much correlation with the residual. At this point, LARS proceeds in the direction of the equiangular between the two predictors until a third variable has as much correlation with the residual. The process continues until the last predictor is incorporated into the model.\(^7\)

In our version of LARS we stop the algorithm after \(m\) steps, where \(m\) is the desired size for the set \(S\), and we pick the \(m\) problems from \(T\) chosen by the algorithm so far as the elements of \(S\). In this way we are certain to retain in \(S\) elements of \(T\) having a high correlation with the performance, thereby increasing the accuracy of the model over alternative ways of choosing \(S\).

To automate the choice of the parameter \(m\), we wrapped the procedure just described within a 5-fold cross-validation loop. That is, \(T\) was split into five sets of equal size: four sets were used to produce a model while the remaining set was used to assess its generalisation. The process was repeated 5 times, each time leaving out a different fifth of \(T\), resulting in a prediction of performance for all problems in \(T\). This procedure was iterated for \(m = 1, 2, \ldots, |T|\) with the aim of identifying the value of \(m\) which provided the best generalisation. The overall generalisation error was measured via the Relative Squared Error (RSE) [77] which is defined as \(\text{RSE} = \frac{\sum_i (P_i - \bar{P}_i)^2}{\sum_i (P_i - \bar{P})^2}\), where \(i\) ranges over \(T\), \(P_i\) is the average performance recorded for problem \(i\), \(\bar{P}_i\) is the performance predicted by the model, and \(\bar{P}\) is the average performance over all problems.

Having identified the optimal set \(S\) through the procedure described above, we finally used ordinary least squares to obtain the model’s coefficients \(a_p\).

\(^6\)In the case of program induction algorithms, problems and programs can be represented as structures (e.g., the vectors \(t\) and \(p\), respectively) within the same space whenever problems are described in terms of desired outputs to specific inputs. So, there is not a great deal of difference between Equations (4) and (5) nor between interpreting \(S\) as a set of program behaviours or as a set of problems. However, if our performance model is applied to general problem solving situations, then it is important to remember the distinction between the two.

\(^7\)We decided to use LARS because it is less greedy than other model selection algorithms like forward selection or all-possible-subsets regression. Moreover, simple modifications of it implement Lasso or the forward stepwise linear regression algorithm, which we would like to test in future refinements of this research.
4. Test Problems and Performance Measures

To illustrate the scope and effectiveness of the approach, we considered different classes of problems as well as different algorithms and performance measures. Firstly, we tested our approach in problems related to EPAs, namely continuous symbolic regression of rational functions and Boolean inductions problems using different versions of GP, GEP, and a Stochastic Iterated Hill Climber (SIHC). Secondly, we modelled an artificial neural network (ANN) training algorithm applied to Boolean induction problems. Finally, we also tested the approach on the one-dimensional off-line bin-packing problem modelling the well-known First Fit Decreasing (FFD) and Best Fit Decreasing (BFD) heuristics. We present the problems in more detail in the rest of this section, while we describe the algorithms used to solve them in Section 5.

4.1. EPA’s problems

For program induction, we considered two radically different classes of problems, namely continuous symbolic regression and Boolean function induction problems, and three typical performance measures: Best of Run Fitness (BRF), a normalised version of BRF (see below), and success rate. Continuous symbolic regression requires finding a program (seen as a function that transforms some numerical inputs into one output) which fits a set of data points. In Boolean function induction problems an algorithm is asked to find a program that implements a given truth table. In both cases the sum of absolute errors was used as a fitness measure.

A benchmark set was created for continuous symbolic regression by generating 1,100 different rational functions of the form \( t(x) = W(x)/Q(x) \), where \( W(x) \) and \( Q(x) \) are polynomials, using the following procedure: \( W(x) \) and \( Q(x) \) were built by randomly choosing their degrees in the range 2 to 8, and then choosing random real coefficients in the interval \([-10, 10]\) for the powers of \( x \) up to the chosen degrees. Each of the rational functions in the set was then sampled at 21 points uniformly distributed in the interval \([-1, 1]\), resulting in a target vector \( t \in \mathbb{R}^{21} \) (the number of fitness cases and their range were chosen based on typical values used in the GP literature).

For symbolic regression problems, for each \( t \) vector, we performed 100 independent runs recording BRFs. The corresponding \( P(t) \) value was obtained by averaging such BRFs. We also computed a normalised version of BRF (or NBRF for short), which involved first normalising the target vector and the behaviour of the best individual found in each run, and then summing the absolute differences between the components of these normalised vectors.\(^8\)

We also created a benchmark set of 1,100 random problems from the class of 4-input Boolean induction problems. Each problem was represented by a vector of length 16 (a truth table). So, in this case \( t \in \{0, 1\}^{16} \). As a performance measure for an algorithm we took the success rate, i.e., the fraction of successful runs, in 100 independent runs.

Each benchmark set of 1,100 random problems was divided up into two sets: a training set \( T \) composed of 500 problems, and a validation set \( V \) comprising the remaining 600 problems.

4.2. Artificial Neural Network Problems

We used Boolean induction problems also to test our approach when modelling a learning algorithm for ANNs. The job of the ANN was to learn functions with 3 inputs and 2 outputs. These were represented with \( 8 \times 2 \) truth tables. We selected 1,100 such tables randomly without replacement: 500 went in the training set \( T \), and the remaining 600 formed the validation set \( V \).

For each problem in the benchmark set, an ANN was iteratively trained using the 8 possible different inputs patterns. Training continued until the mean square error on the outputs was less than 0.05. The training process was repeated 500 times (starting with random sets of weights and biases). The average number of epochs required to train the network was then taken as the performance of the learning algorithm on the problem.

---

\(^8\)If \( \mu \) and \( \sigma \) are the mean and standard deviation of the elements \( t_i \) of \( t \), respectively, the elements of the normalised target vector were set to \( \frac{t_i - \mu}{\sigma} \). The normalised program-behaviour vectors were similarly obtained by shifting and scaling the components of \( p \).
The ANN domain differs from program induction in two important ways: a) typically, ANNs have multiple outputs while above, for simplicity, we only considered the case of programs with one output; b) the functionality of ANNs is determined by their topology, weights, biases and activation functions, rather than a sequence of instructions. However, from the point of view of modelling performance the two domains are very similar. Like for programs, also the behaviour of ANNs can be represented via the collection of the outputs they produce in response to a set of input patterns. Thus, we can linearise the $8 \times 2$ table representing an ANN-training problem (by reading its elements column by column and row by row) thereby obtaining a vector $t \in \{0,1\}^{16}$ which we can directly use in Equation (5) to model the performance of ANN training algorithms.

4.3. One-dimension Off-line Bin Packing

The objective in bin packing is to pack a certain number of items using the smallest possible number of bins, such that no bin’s content overflows. The main difference between this and the other domains described above is that, in bin packing, problems and algorithm outputs/behaviours do not live in the same space. In bin packing a solution to a problem is an assignment of items to bins, while a problem itself is a list detailing the size of each item to be packed. Also, typically there is no predefined target behaviour, e.g., in the form of an assignment, which could then be used to measure similarity with the output produced by an algorithm. This suggests that when modelling bin packers with Equation (5) it is best to interpret the terms $p$ and $t$ as problems.

The natural representation for bin-packing problems is a list of item sizes. However, in the off-line version of the problem considered here, the order of the items in the list is unimportant because the solver can freely choose the order in which to bin them. For this reason, we represented problems using histograms indicating how many items of each size needed packing. The number of slots in a histogram of item sizes is upper-bounded by the size of the largest possible item to be packed. Since in our experiments item sizes were integers between 1 and 100, problems were represented with histograms including 100 slots. Such histograms were then represented as 100-dimensional vectors.

We created random bin-packing problems using the procedure presented in [78]. All problems required packing 1,000 items. We considered five problem classes with the following ranges of item sizes: 1–100, 10–90, 20–80, 30–70, and 40–60. For each range, 800 different histograms were created, from which 400 were used in the training set, and the remaining 400 were included in the validation set. If $B_{\text{min}}$ and $B_{\text{max}}$ are the minimum and maximum size of the items in a problem class, respectively, the histograms followed a multinomial distribution with success probabilities given by: $p_i = \frac{1}{B_{\text{max}} - B_{\text{min}} + 1}$ for $i = B_{\text{min}}, \ldots, B_{\text{max}}$ and $p_i = 0$ otherwise. In total the training set consisted of 2,000 different problems and the validation set included a further 2,000 problems.

The performance of a bin-packing algorithm was the number of bins used to pack all the items. Since we considered only deterministic algorithms, we performed one run with each problem.

5. Systems and Parameter Settings

5.1. GP Systems

We used two different implementations of GP, both tree-based and both using subtree crossover and subtree mutation. One system was essentially identical to the one used by Koza [6], the only significant difference being that we selected crossover and mutation points uniformly at random, while [6] used a non-uniform distribution. The other system was TinyGP [79] with the modifications presented in [19] to allow the evolution of constants. The main difference between the two is that Koza’s system is generational (all selected individuals in the population reproduce in parallel to create the next generation) while TinyGP uses a steady-state strategy (offspring are immediately inserted in the population without waiting for a full generation to be completed).

Table 1 shows the parameters and primitives used. With the generational GP system, besides the traditional roulette-wheel selection (which gives parents a probability of being chosen proportional to their fitness), we also used tournament selection (which sorts a random set of
Table 1: Parameters and primitives used in the GP experiments. Only combinations of $p_{xo}$ and $p_m$ such that $p_{xo} + p_m \leq 100\%$ were used since crossover and mutation are mutually exclusive operators in GP.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Function set (rational problems)</td>
<td>${+, -, *, /}$ (protected to avoid divisions by 0)</td>
</tr>
<tr>
<td>Function set (Boolean problems)</td>
<td>${\text{AND, OR, NAND, NOR}}$</td>
</tr>
<tr>
<td>Terminal set (rational problems)</td>
<td>${x, \mathbb{R}}$</td>
</tr>
<tr>
<td>Terminal set (Boolean problems)</td>
<td>${x_1, x_2, x_3, x_4}$</td>
</tr>
<tr>
<td>Crossover rate $p_{xo}$</td>
<td>100%, 90%, 50%, and 0%</td>
</tr>
<tr>
<td>Mutation rate $p_m$</td>
<td>100%, 50%, and 0%</td>
</tr>
<tr>
<td>Maximum tree depth used in mutation</td>
<td>4</td>
</tr>
<tr>
<td>Selection mechanism</td>
<td>Tournament (size 2) and roulette-wheel</td>
</tr>
<tr>
<td>Population size</td>
<td>1000</td>
</tr>
<tr>
<td>Number of generations</td>
<td>50</td>
</tr>
<tr>
<td>Number of independent runs</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 2: Parameters used in the GEP experiments

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Function set (rational problems)</td>
<td>${+, -, *, /}$ (protected)</td>
</tr>
<tr>
<td>Function set (Boolean problems)</td>
<td>${\text{AND, OR, NAND, NOR}}$</td>
</tr>
<tr>
<td>Terminal set (rational problems)</td>
<td>${x, \mathbb{R}}$</td>
</tr>
<tr>
<td>Terminal set (Boolean problems)</td>
<td>${x_1, x_2, x_3, x_4}$</td>
</tr>
<tr>
<td>Head length</td>
<td>63</td>
</tr>
<tr>
<td>Number of genes</td>
<td>3</td>
</tr>
<tr>
<td>Mutation rate $p_m$</td>
<td>5%</td>
</tr>
<tr>
<td>1 point recombination rate</td>
<td>20%</td>
</tr>
<tr>
<td>2 point recombination rate</td>
<td>50%</td>
</tr>
<tr>
<td>Gene recombination rate</td>
<td>10%</td>
</tr>
<tr>
<td>IS-transposition rate</td>
<td>10%</td>
</tr>
<tr>
<td>IS elements length</td>
<td>1, 2, 3</td>
</tr>
<tr>
<td>RIS-transposition rate</td>
<td>10%</td>
</tr>
<tr>
<td>RIS elements length</td>
<td>1, 2, 3</td>
</tr>
<tr>
<td>Gene transposition rate</td>
<td>10%</td>
</tr>
<tr>
<td>Selection mechanism</td>
<td>Tournament (size 2) and roulette-wheel</td>
</tr>
<tr>
<td>Population size</td>
<td>1000</td>
</tr>
<tr>
<td>Number of generations</td>
<td>50</td>
</tr>
<tr>
<td>Number of independent runs</td>
<td>100</td>
</tr>
</tbody>
</table>

individuals based on fitness and picks the best). So, in total we tested three variants of GP: generational with tournament selection, generational with roulette-wheel selection, and steady-state with tournament selection.

5.2. GEP Systems

The performance of GEP in preliminary runs was much worse than that of GP. We found that this was mainly due to the standard GEP initialisation method. Thus, we replaced it with a technique equivalent to the ramped-half-and-half method [6] obtaining a considerable performance improvement. We used three different versions of GEP: generational with tournament selection, generational with roulette-wheel selection, and steady-state with tournament selection. The parameters and primitives used in our GEP runs are shown in Table 2.

There are important differences between GP and GEP. Firstly, in GP, programs are represented using trees which can vary in size and shape, while GEP uses a fixed-size linear representation with two components: a head that can contain functions and terminals, and a tail that can only contain terminals. Secondly, in tree-based GP, the operators act on trees, modifying nodes and exchanging subtrees, while in GEP, the genetic operators are more similar to those used in GAs having only to comply with the constraints on the primitives allowed in the head and the tail.
Table 3: Parameters used in the SIHC experiments

<table>
<thead>
<tr>
<th>Mutation</th>
<th>Maximum number of mutations</th>
<th>Maximum number of fitness evaluations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sub-tree</td>
<td>50, 500, 1000, and 25000</td>
<td>50000</td>
</tr>
<tr>
<td>Uniform</td>
<td>25000</td>
<td>50000</td>
</tr>
</tbody>
</table>

Finally, in GP, no transformation is required before the fitness of a program tree can be computed, while in the GEP the fixed-length representation is transformed into a tree structure first. This is done by picking primitives from the fixed-length string and inserting them into a tree following a breadth-first order. These differences between GP and GEP translate into radically different behaviours and performance of these two classes of EPAs.

5.3. SIHC Systems

We used a Stochastic Iterated Hill Climber similar to the one presented in [80] but with different mutation operators: sub-tree mutation, which is the same type of mutation used in the GP runs, and a mutation operator, which we will call uniform mutation, where each node in the tree is mutated with a certain probability. A node to be mutated is replaced with: (a) one of its children, (b) a random node of the same arity, or (c) a randomly generated tree which includes also the tree originally rooted at the mutated node as a subtree.

SIHC starts by creating a random program tree using the same procedure and primitives as for the GP and GEP experiments. SIHC then mutates this program until a fitter one is found. This replaces the initial program and the mutation process is resumed. When a maximum number of allowed mutations is reached the individual is set aside, a new random individual is created and the process is repeated. SIHC terminates when a solution has been found or when a maximum number of fitness evaluations is reached. Table 3 shows the parameters used for the SIHC experiments.

5.4. ANN and Bin Packing Heuristics

The ANN we used to exercise our training algorithm was a fully connected feed-forward network with 3 layers and 7 hidden neurons. The activation function was a symmetric sigmoid. The algorithm used to train it was iRPROP [81]. The initial weights and biases for the network were randomly and uniformly chosen in the range $[-0.1, +0.1]$.

For the case of bin packing, we used two well-known human-designed heuristics: First Fit Decreasing (FFD) and Best Fit Decreasing (BFD). Both work by first sorting the items by non-increasing size. Then, FFD places each item in the first bin where it can fit, while BFD places items where they fit most tightly. We used two different bin sizes: 100 and 150.

6. Results

6.1. Not all Similarity Measures are Equal for EPA Performance Modelling

Equation (5) was derived considering that in many GP problems the fitness function, $f$, is effectively a distance. However, having extended the interpretation of the model in Section 3.3, it is clear that we are free to choose a similarity measure, $d$, which does not coincide with $f$. It, therefore, makes sense to compare the quality of the models obtained with different $d$ measures.

Table 4 shows how the 5-fold cross-validation RSE of the models varies across three GP systems for different $d$ functions. For symbolic regression, RSEs were computed for the BRF and NBRF performance measures, while we used the success rate in Boolean induction. The quality of the models depends on $d$. For the case of rational problems, when using BRF the closeness measure $\sum_i |t_i - p_i|$ was best overall, while when performance was evaluated using NBRF, $\sum_i \ln(1 + |t_i - p_i|)$ was best with $\sum_i |t_i - p_i|$ a close second. For the case of Boolean induction problems, $(p \cdot t)^2$.

---

9When the size of the bins is 150 both heuristics gave the same performance so in the experiments we only present the results for FFD.
Table 4: Quality of the models of GP (with crossover rate of 90% and no mutation) for different closeness measures (BRF=best of run fitness, NBRF=normalised BRF).

<table>
<thead>
<tr>
<th>Configuration</th>
<th>d expressions</th>
<th>Rational Functions</th>
<th>Boolean Functions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>BRF</td>
<td>Normalised BRF</td>
</tr>
<tr>
<td></td>
<td></td>
<td>S [90x41] RSE [90x41]</td>
<td>S [90x41] RSE [90x41]</td>
</tr>
<tr>
<td>Generational</td>
<td>$\sqrt{\frac{1}{n} \sum (t_i - p_i)^2}$</td>
<td>26 0.0292 0.5261</td>
<td>399 0.4629</td>
</tr>
<tr>
<td></td>
<td>$\sum</td>
<td>t_i - p_i</td>
<td>(t \cdot p)^2$</td>
</tr>
<tr>
<td></td>
<td>$\sum</td>
<td>t_i - p_i</td>
<td>(t \cdot p)^3$</td>
</tr>
<tr>
<td></td>
<td>$\exp (-|t - p|^2)$</td>
<td>1 1.0862 1.0010</td>
<td>168 0.3736</td>
</tr>
<tr>
<td></td>
<td>$\sum \ln(1 +</td>
<td>t_i - p_i</td>
<td>)$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>399 0.5621 126</td>
<td>0.4895 1.0102</td>
</tr>
<tr>
<td>Generational</td>
<td>$\sqrt{\frac{1}{n} \sum (t_i - p_i)^2}$</td>
<td>12 0.3290 0.4679</td>
<td>394 0.5788</td>
</tr>
<tr>
<td></td>
<td>$\sum</td>
<td>t_i - p_i</td>
<td>(t \cdot p)^2$</td>
</tr>
<tr>
<td></td>
<td>$\sum</td>
<td>t_i - p_i</td>
<td>(t \cdot p)^3$</td>
</tr>
<tr>
<td></td>
<td>$\exp (-|t - p|^2)$</td>
<td>7 0.8931 1.0027</td>
<td>150 0.4876</td>
</tr>
<tr>
<td></td>
<td>$\sum \ln(1 +</td>
<td>t_i - p_i</td>
<td>)$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>67 0.3570 125</td>
<td>0.3593 1.0087</td>
</tr>
<tr>
<td>Steady State</td>
<td>$\sqrt{\frac{1}{n} \sum (t_i - p_i)^2}$</td>
<td>25 0.5168 0.4567</td>
<td>399 0.7303</td>
</tr>
<tr>
<td></td>
<td>$\sum</td>
<td>t_i - p_i</td>
<td>(t \cdot p)^2$</td>
</tr>
<tr>
<td></td>
<td>$\sum</td>
<td>t_i - p_i</td>
<td>(t \cdot p)^3$</td>
</tr>
<tr>
<td></td>
<td>$\exp (-|t - p|^2)$</td>
<td>5 1.2406 0.9988</td>
<td>128 0.6822</td>
</tr>
<tr>
<td></td>
<td>$\sum \ln(1 +</td>
<td>t_i - p_i</td>
<td>)$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100 0.2949 133</td>
<td>0.4524 1.0100</td>
</tr>
</tbody>
</table>

provided the lowest RSE values. Similar results were obtained with all program induction systems described in Section 5. So, in the rest of the paper, we will use the optimal similarity measure identified above for each class of problems and performance measure, across all algorithms.

6.2. Performance Models of EPAs

Table 5 presents an accuracy comparison (in terms of RSE) for the performance models of the GP, GEP and SIHC systems presented in Section 5. The lowest RSE values are associated with the generational systems with roulette-wheel selection and the BRF measure. However, in virtually all cases RSEs are small for both training and validation sets and always well below 1 (i.e., even the worst models are able to predict performance much better than the mean).

RSE figures provide an objective indication of model quality. However, it may be difficult to appreciate the accuracy of our models from just such figures. To give a clearer illustration of this, Figure 1 shows scatter plots of the actual performance of a GP system vs. the performance estimates obtained by the model in the training and validation sets for symbolic regression and Boolean induction. The solid diagonal line in each plot represents the behaviour of a perfect model. The fact that data form tight clouds around that line is a clear qualitative indication of the accuracy of the models. Other systems and parameter settings provided similar results.

6.3. Performance Models of ANN Training

Table 6 shows the quality of the models of ANN training resulting from the use of different similarities measures. The table reports the RSE obtained using cross validation (column 2) as well as the RSE obtained on the training and validation sets (columns 3 and 4, respectively). The $d$ function with the best cross-validation RSE was $(t \cdot p)^2$ which also corresponds to the lowest RSE on the validation set. RSE values suggest that our model produced good predictions.

Figure 2 reports a scatter plot of the actual performance vs. the performance estimated by the model (when $d = (t \cdot p)^2$). This shows that the model was able to accurately predict actual
Table 5: Quality of the model (RSE) for different GP, GEP and SIHC systems and parameter settings. The models used the optimal closeness measures identified in Section 6.1.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Rational Functions</th>
<th>Boolean Functions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Best of Run Fitness</td>
<td>Normalized BRF</td>
</tr>
<tr>
<td></td>
<td>$\bar{S}$ $T$ set  $V$ set</td>
<td>$\bar{S}$ $T$ set  $V$ set</td>
</tr>
<tr>
<td>Type Selection</td>
<td>$p_{EO}$ $p_m$</td>
<td></td>
</tr>
<tr>
<td>Generational</td>
<td>1.00 0.00</td>
<td>47 0.0123 0.0209</td>
</tr>
<tr>
<td>Roulette</td>
<td>0.90 0.00</td>
<td>55 0.0062 0.0267</td>
</tr>
<tr>
<td>GEP</td>
<td>0.50 0.50</td>
<td>43 0.0193 0.0243</td>
</tr>
<tr>
<td></td>
<td>0.00 1.00</td>
<td>58 0.0179 0.0359</td>
</tr>
<tr>
<td></td>
<td>180 0.0055 0.0101</td>
<td>118 0.2375 0.5212</td>
</tr>
</tbody>
</table>

Table 6: Quality of the models of ANN training for different closeness measures

<table>
<thead>
<tr>
<th>Closeness measure</th>
<th>$\bar{S}$</th>
<th>RSE</th>
<th>$T$ RSE</th>
<th>$V$ RSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sum_{i} (t_i - p_i)^2$</td>
<td>399</td>
<td>0.5166</td>
<td>0.0011</td>
<td>0.4846</td>
</tr>
<tr>
<td>$\sum_{i}</td>
<td>t_i - p_i</td>
<td>$</td>
<td>7</td>
<td>0.9954</td>
</tr>
<tr>
<td>$(t \cdot p)^2$</td>
<td>134</td>
<td><strong>0.3711</strong></td>
<td>0.1814</td>
<td>0.3567</td>
</tr>
<tr>
<td>$(t \cdot p)^3$</td>
<td>189</td>
<td>0.4798</td>
<td>0.1220</td>
<td>0.4502</td>
</tr>
<tr>
<td>$\exp(-</td>
<td></td>
<td>t - p</td>
<td></td>
<td>^2)$</td>
</tr>
<tr>
<td>$\sum_{i} \ln(1 +</td>
<td>t_i - p_i</td>
<td>)$</td>
<td>7</td>
<td>0.9954</td>
</tr>
</tbody>
</table>

performance for most problems. Only for problems where training took longer than about 15 epochs, the model significantly underestimated performance. The reason of this is that there are only very few problems requiring a high number of learning epochs in our benchmark set.\(^\text{10}\)

6.4. Performance Models of Bin Packing Algorithms

We tested how the quality of models obtained with different closeness measures varied also for bin packing. We found that the sum of absolute differences produced models with lowest RSE value. Thus, we adopted this for the experiments reported below.

Table 7 presents the RSE values for the FFD and BFD heuristics for two bin sizes. In all cases our models predicted very accurately the performance of the two bin-packers and generalised very well. The size of $S$ was considerably bigger than for models of other systems, most likely because

\(^{10}\text{If accurate prediction of performance of rare cases (such as long runs) is important for a user, one can correspondingly bias the training set so as to ensure that these are over-represented and, thus, more accurately modelled.}
Figure 1: Scatter plots of the performance measured vs. the performance obtained from the model for continuous regression problems using BRF (a & b) and normalized BRF (c & d) as performance measures, and Boolean induction problems (e & f), for both the training set and the validation set. The data refer to a GP system with 90% crossover rate, no mutation, and roulette-wheel selection.
Figure 2: Scatter plots of the actual performance (epochs) vs. the performance estimated by the model for ANN training problems.

Table 7: Quality of the model for the different heuristics in the off-line bin packing problem.

<table>
<thead>
<tr>
<th>Name</th>
<th>Size of bins</th>
<th>$\bar{S}$</th>
<th>Cross-val. RSE</th>
<th>$T$ RSE</th>
<th>$V$ RSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>FFD</td>
<td>150</td>
<td>1315</td>
<td>0.0031</td>
<td>0.0002</td>
<td>0.0028</td>
</tr>
<tr>
<td>FFD</td>
<td>100</td>
<td>828</td>
<td>0.1405</td>
<td>0.0414</td>
<td>0.1413</td>
</tr>
<tr>
<td>BFD</td>
<td>100</td>
<td>855</td>
<td>0.1342</td>
<td>0.0377</td>
<td>0.1361</td>
</tr>
</tbody>
</table>

of the much larger number of degrees of freedom (100) associated with our bin packing problems. We show scatter plots of the actual performance vs. the estimated performance in the validation set for FFD in Figure 3. Again, the data closely follow the perfect-model line.

7. Performance Models and the Algorithm Selection Problem

The process of solving a problem often starts with looking at the different procedures available for the job and deciding which one to apply. In automated problem solving this is known as the algorithm selection problem [25]. Here we consider the applicability of our models in the context of the algorithm selection problem. We are interested in this because techniques to solve the problem rely on some form of prediction of algorithm performance, and, thus, they bear some similarities with our approach. However, as we will highlight below, there are also important differences.

7.1. Algorithm Selection Problem

Most approaches for solving the algorithm selection problem require the same set of ingredients [82]: (1) a large collection of problem instances of variable complexity; (2) a diverse set of algorithms, each having the best performance on some such instances; (3) a measure to evaluate the performance of algorithms; and (4) a set of features that describe the properties of the problems in the collection. These elements are necessary because most approaches use machine learning techniques to predict which algorithm from the collection will have the best performance starting from a description of the problem to be solved. Of course, for this to work, the features in (4) must be such that algorithms have similar performance on problems with similar features.

The methods used to solve the algorithm selection problem can be divided into two groups, depending on when the decision on the strategy to use to solve a problem is made. In dynamic selection the decision is made during the run of an algorithm, while in static selection the decision is taken before the search starts.
One algorithm that uses a prediction model to guide the search process dynamically is STAGE [83]. STAGE is effectively a hill climber with intelligent restarts. After each hill climber search, STAGE uses the points sampled to produce or update the prediction model (linear regression) of the heuristic. The heuristic then suggests a promising point where to restart the hill climber. STAGE was successfully tested on SAT problems. Note that the models constructed during a run of STAGE can only predict performance on the problem instance it is trying to solve. Following a similar idea, in [84] a prediction model (linear regression) was used to decide which path to follow in a search tree. The approach was tested on Knapsack problems and set partitioning problems.

In [85] the algorithm selection problem for SAT was modelled as a Markov decision process (MDP). The Davis-Putnam-Logemann-Loveland algorithm was enhanced with this model to decide, for each node of the search tree, which branching rule to use next. Similarly, in [86] a Bayesian model was created to predict the run time of an algorithm and dynamically use this prediction to decide when the search should be restarted. Also, as suggested in [87], when different recursive algorithms are available to solve a problem, one can modify them in such a way that they can dynamically call each other at each recursive call. Using a MDP to decide which function to call gave good results with sorting algorithms and with the order statistic selection problem.

Static-selection methodologies, instead, do not alter the course of an algorithm: they first decide which procedure to use and then wait until the chosen algorithm terminates. A substantial body of work falls in this category which attempts to predict the run-time of algorithms for matrix multiplication [88, 89], sorting [90, 88, 89], solving partial differential equations [90] and signal processing [91]. The objective is choosing the algorithm’s most efficient implementation based on factors such as the computer’s architecture, the workload, and the instance size. Methodologies for predicting the run-time of SAT solvers based on linear regression [29] and a combination of linear regression and a mixture-of-experts [33, 34, 35] have also been proposed. Techniques based on linear regression were also used in [26, 27, 32, 31, 30] to solve the auction winner determination problem while case-based reasoning has been used in constraint programming [92, 93, 94].

Algorithm portfolios [26, 27, 28, 29, 30, 31, 32, 33, 34, 35] are a particularly important class of static algorithm selection techniques. An algorithm portfolio is a collection of algorithms that are run in parallel or in sequence to solve a particular problem. Given a new problem instance, performance models are used to rank algorithms. The top ranking algorithms are then executed, stopping as soon as a solution is found. Because in this way the algorithms used are good matches for the problem instance, the average performance of the portfolio over a set of instances is often better than the average performance of any algorithm in the portfolio. Performance models can also be used to identify sets of particularly hard problems for an algorithm [26, 27, 32].
When attacking the algorithm selection problem, normally the features used to describe a problem within a performance model are obtained by an expert (perhaps via a careful analysis of the literature on a particular class of problems) and are problem-specific. In [95], however, such features were obtained automatically by doing preliminary runs of the algorithms in a collection on a problem instance. Solutions found at different times within runs of the algorithms were collected and then used to form a feature set. Following a similar approach, in [96] preliminary runs were used to measure the expected time that the algorithm would spend in processing a node in a search tree. Using Knuth’s method for estimating the size of a search tree, this made it possible to predict the run-time of different algorithms.

7.2. Similarities and Differences with our Performance Model

The algorithm selection problem is approached using some form of machine learning technique to predict the performance of a collection of algorithms (and then match problems with algorithms), which is very similar with what we do with our performance models. However, our methodology presents significant differences with respect to prior work on algorithm selection.

Firstly, we focus primarily on program induction and more specifically EPAs (although as we have seen our method extends naturally to other domains). This is an area neglected by prior work on algorithm selection. Secondly, we characterise problems using features that are radically different from those used in prior work. This has mainly focused on the use of problem-specific features that experts in the problem domain consider to be useful to measure the hardness of a problem. These features work well, but their selection require considerable domain knowledge (and effectively relies on previous attempts to characterise hardness). Also, the idea of computing features based on preliminary runs of the algorithms being modelled works well. However, this method produces models that lack generality having been derived for one specific problem instance. Instead, in Equation (5) our features simply measure how similar a problem is to a set of reference problems, automatically identified via LARS and cross-validation. Therefore, the features are generic rather than problem-specific and the models of algorithms we obtain are applicable to whole classes of problems, not single instances. Thirdly, we do not just use performance models to predict performance: we also elicit important knowledge on the similarities and differences between algorithms from such models (as we will show in Section 8).

7.3. Program-induction Portfolios

Despite some good attempts (see Section 2), so far researchers have had relatively little success in the practical characterisation of the difficulty of program induction. This has effectively prevented the extension of the work on portfolios to such a domain. The good results obtained with our models, however, suggest that they might allow such an extension. We, thus, decided to attempt to develop algorithm portfolios for symbolic regression and Boolean induction.

As suggested in [26], the algorithms forming a portfolio should behave differently on different problems. Also, each algorithm should beat all other algorithms in the portfolio on some problems. So, we decided to form portfolios using a subset of the 20 program induction algorithms considered in Section 6. To determine which algorithms to consider for insertion in the portfolio we looked at performance on the problems in the training set and considered only the algorithms that had best performance in at least one problem. This resulted in the exclusion of 13 algorithms for symbolic regression and 2 algorithms for Boolean induction.

To decide which of the remaining algorithms to include in the portfolio, we used a cross-validation technique equivalent to the one used in Section 3.4. We started by creating a portfolio having only the algorithm that resulted best in the biggest number of problems in the training set. Then we added the algorithm that was overall second on the training set. We used the predictions made in the cross-validation to decide which of the two algorithms should be used for each of the problems in the training set, we simulated running the predicted best algorithm on each problem, and averaged the resulting performance values to estimate the performance of the portfolio on the
training set.\textsuperscript{11} We then added the third, fourth, etc. best algorithm to the portfolio, repeating the phases above until all the algorithms under consideration were included. This whole procedure was repeated for each of the closeness measures, \(d\), described in Table 4 plus the Sokal-Sneath similarity measure (which for steady-state GEP gave considerably better results than any other function). This allowed us to select both the portfolios and the \(d\) functions with the lowest RSEs.

Figure 4 illustrates the performance of the algorithm portfolios constructed using this methodology. The “performance model” curves show the portfolio’s performance when cross-validation is used in conjunction with our model to decide which algorithm from a portfolio to use for each problem in the training set. The “perfect model” curves show the portfolio’s performance that would be obtained if a perfect model of performance was available. The “best algorithm” curves present the performance of a portfolio when we always select the algorithm with the best average performance across the training set. For reference we also provide “mean of the portfolio” curves obtained by averaging the performance of the algorithms composing a portfolio, which indicate the performance we should expect if the choice of algorithm within a portfolio was random.

Since we have ordered algorithms based on their performance in the training set, it is not surprising to see that as we add more and more algorithms to portfolios the average portfolio’s performance represented by the “mean of the portfolio” curves decreases. Looking at the “performance model” curves, in all cases the portfolios based on our model have better performance than the best algorithm. As we increase the number of algorithms, the portfolio’s performance rapidly peaks and then either remains stable (as for Boolean induction) or slightly decreases (as for symbolic regression).\textsuperscript{12} This may be slightly surprising: one might have expected that the more algorithms are available in a portfolio the higher the chances of finding a good match for a problem and, thus, the better the performance. The reason why the “performance model” curves peak at some portfolio size is simply that the gains provided by a larger portfolio in terms of an increased ability to match algorithms to problem are offset by an increasing risk of making incorrect decisions due to there being more chances of picking a sub-optimal algorithm. So, one really needs to compare the “performance model” and “mean of the portfolio” curves. Such a comparison reveals that the improvement in selection ability provided by our models is very significant irrespective of the size of the portfolio and, in fact, increases as the selection problem becomes harder.

We tested the portfolios identified via cross-validation on the validation set to see if they generalised well. As shown in Figure 5, the portfolio performance obtained by choosing algorithms using our models is only second to that achievable by a perfect model, which, of course, we cannot expect to ever match. However, for both symbolic regression and Boolean induction problems, the pairwise differences in performance between selecting algorithms using our performance models and using the best algorithm in the portfolio are statistically significant, the one-sided, two-sample Kolmogorov-Smirnov test reporting \(p\) values < 0.01.

8. Eliciting Knowledge from Performance Models

8.1. Comparing Algorithms and Parameter Settings

When considering different algorithms to solve a problem it is important to understand the similarities and differences in the behaviour of such algorithms. It is reasonable to attempt to infer some such similarities and differences via a comparison between performance models.

We start by noting that Equation (5) represents a hyperplane as clarified by rewriting it in the normal form \((-1, a_{p_1}, \ldots, a_{p_{|S|}}) \cdot ((P(t), d(p_1, t), \ldots, d(p_{|S|}, t)) - x_0) = 0\), where \(\cdot\) is the scalar product, \(p_1, \ldots, p_{|S|}\) are the elements of \(S\) and \(x_0 = (a_0, 0, \ldots, 0)\) is a point on the hyperplane which depends only on the term \(a_0\). Then, one could measure the similarity between an algorithm

\textsuperscript{11}Since we had already run all algorithms on all problems to create our training set, this phase amounted to a simple look up operation.

\textsuperscript{12}The best performance for symbolic regression of rational functions was obtained when the portfolio is composed by just two algorithms (the TinyGP system with 100\% mutation and the SHC with 25,000 maximum mutations and sub-tree mutation) while, for Boolean induction, the best portfolio included four algorithms (the three TinyGP systems for which \(p_{\text{no}} + p_{\text{m}} = 100\%\) and the steady state GEP system).
characterised by the vector $n' = (-1, a'_p, \ldots, a'_{p_{|S'|}})$ and one represented by the vector $n'' = (-1, a''_p, \ldots, a''_{p_{|S''|}})$ by simply computing the angle between them, $\alpha = \arccos \left( \frac{n'' \cdot n'}{|n''||n'|} \right)$.

Unfortunately, since the sets $S$ are independently chosen in different models, in principle the $i$-th coefficient of one model’s hyperplane might be associated to a problem, while the $i$-th coefficient in another model’s hyperplane might be associated to a different problem. To circumvent this problem we used the following slightly more sophisticated procedure. Let $S'$ and $S''$ be the sets of reference vectors associated with two performance models we want to compare. The models also include two corresponding sets of coefficients $a'_{p_1}, \ldots, a'_{p_{|S'|}}$ and $a''_{p_1}, \ldots, a''_{p_{|S''|}}$, respectively. We construct two new sets of coefficients: one, which we will call $b'_{p_1}, \ldots, b'_{p_{|S'|}}$, is obtained by re-running linear regression on the training set associated with the first model but using the reference vectors $S'$ (this is why the subscripts range from 1 to $|S'|$); the second, $b''_{p_1}, \ldots, b''_{p_{|S''|}}$, is obtained symmetrically. We then define the vectors $a' = (-1, a'_p, \ldots, a'_{p_{|S'|}})$, $a'' = (-1, a''_p, \ldots, a''_{p_{|S''|}})$, $b' = (-1, b'_p, \ldots, b'_{p_{|S'|}})$ and $b'' = (-1, b''_p, \ldots, b''_{p_{|S''|}})$. While $a'$ and $a''$ are not comparable,
and so are \( b' \) and \( b'' \), we can compare \( a' \) with \( b'' \) and \( a'' \) with \( b' \). Thus, we define the angle (or dissimilarity) between two algorithms as \( \alpha = \frac{1}{2} \arccos \left( \frac{a' \cdot b'' + a'' \cdot b'}{||a'|| ||b''||} \right) \) + \( \arccos \left( \frac{a' \cdot b'}{||a'|| ||b'||} \right) \).

If the angle between two algorithms is small, the algorithms can reasonably be expected to produce similar performance across all problems. If one algorithm succeeds on a problem, the other will likely succeed and vice versa. So, one might decide to favour the faster algorithm. If the angle between two algorithms is big, then we can expect that at least on some problems the performance of the two algorithms differs. Upon failure to solve a problem with one algorithm, one could then have some hope to solve it with the other.

8.2. Toward Automated Taxonomies

In the presence of more than two algorithms, we can build a matrix collecting the angles between all pairs of algorithms under consideration and infer useful information on their mutual relationships. However, when considering many algorithms, this comparison matrix is very large and manually finding interesting patterns in it may be difficult. Here we propose a simple automated procedure which can aid and complement such a manual analysis. To exemplify the approach, we will focus on the 20 GP, GEP and SIHC systems presented in Section 5.

We start by feeding the pair-wise comparison matrix into a clustering algorithm to group systems based on the similarity of their performance. More specifically, we adapted the hierarchical clustering algorithm of [97] to create the clusters. The algorithm works as follows. Firstly, we chose the following similarity measure for pairs of clusters: \( s(\mathcal{X}, \mathcal{Y}) = \frac{\sum_{i \in \mathcal{X}} \sum_{j \in \mathcal{Y}} M(i,j)}{|\mathcal{X}| \cdot |\mathcal{Y}|} \), where \( M \) is the matrix containing the average similarity between all pairs of algorithms under study, \( |\cdot| \) denotes the number of elements in a cluster and \( \mathcal{X} \) and \( \mathcal{Y} \) are clusters. More specifically, \( M = \frac{2}{3} (M_{BRF} + M_{NBRF} + M_B) \) where the matrices \( M_{BRF}, M_{NBRF} \) and \( M_B \) were obtained by performing pair-wise comparisons between our 20 program induction systems for each of our three different performance measures (using the best \( d \) functions associated to each). Then, we performed the following three steps: (1) each system was assigned to a separate cluster; (2) a new cluster was created by merging the two closest clusters based on \( s(\mathcal{X}, \mathcal{Y}) \), thereby reducing the number of clusters by one; (3) we repeated step (2) until there was only one cluster left.

This resulted in a cluster hierarchy with 20 levels. To simplify interpretation, we decided to focus only its 8 topmost clusters. To visualise such clusters we treated them as nodes in a fully-connected graph and we used the graph-drawing package neato, which is part of the GraphViz library, to obtain and draw a graph layout where pairs of nodes corresponding to clusters with high similarity were placed closer to each other than clusters corresponding to systems that were dissimilar performance-wise.

The strategy used by neato to position the nodes of a graph is to interpret them as physical bodies connected by springs (the edges in the graph). The user can set both the springs’ stiffness and their rest length. To produce a layout, the (virtual) physical system is initialised in some suboptimal configuration, which is then iteratively modified until the system relaxes into a state of minimal energy. In this work, we associated to each edge a length proportional to \( s(\mathcal{X}, \mathcal{Y}) \), so that the nodes would be pushed apart when producing the graph’s layout proportionally to their dissimilarity. We also set the stiffness of springs using the formula \( 1/(0.01 + s(\mathcal{X}, \mathcal{Y})) \).

Figure 6 shows the output produced by neato. The edges between clusters in this figure are represented using dashed lines, while edges connecting systems to their mother cluster are drawn with solid lines. We can think of this diagram as a taxonomy of the systems under study. To distinguish between different forms of selection, reproduction and type of mutation we used different symbols, as indicated at the bottom left of the figure.

From the figure we can see how the steady state GP systems are grouped in a cluster (left of the figure). The generational GP systems with tournament selection are arranged in another cluster (bottom left). At the top, we can find the cluster containing all the SIHCs with sub-tree mutation. The generational GP systems with roulette-wheel selection are grouped according to whether crossover or mutation is the dominant operator. More specifically, at the bottom of the figure we find a cluster containing the generational GP systems with no mutation. Just above it is a cluster with the generational GP systems with 50% and 100% mutation. Finally, somehow
surprisingly, each of the GEP systems was placed in a separate cluster (middle and right of the figure) indicating that these systems are very different performance-wise.

Overall, our taxonomy suggests that the type of selection and reproduction used have a bigger impact on performance than crossover and mutation rates. This is evident from the clusters formed by the steady state GP systems, the generational GP systems with tournament selection, and the generational GP systems with roulette-wheel selection. The taxonomy also suggests that the reproduction strategy is very important in determining the behaviour of GEP systems. For SIHCs, the taxonomy indicates that the type of mutation used is more important than the maximum number of mutations. Surprisingly, the taxonomy also suggests that the SIHC with uniform mutation is very similar to generational GP systems with tournament selection, which is something one could hardly guess by looking at structural similarities between these algorithms.\footnote{Whether these similarities and differences are present only in the classes of problems considered here and their origin is something that needs to be explored in future research, possibly using alternative means.}

Given that systems were grouped based on performance similarity, it is reasonable to expect that if a particular system consistently fails to solve a problem, it will be more efficient to try one
or more alternative systems from a different cluster, rather than finely optimise the parameters of the first system. This should be done to further improve performance once a satisfactory system is found. For the same reasons, perhaps in algorithm portfolios one should not just pick the best $n$ algorithms, but also look at how independent the performance of such algorithms is as portfolios with a good coverage of the performance space might be expected to generalise better.

8.3. What Knowledge can we Extract from Measuring Performance Empirically?

In this section, we compare what we have learnt from analysing our performance models with what users of program induction systems might be able to learn by using traditional approaches. These typically consist of computing some performance statistics on sets of test problems with the systems and parameter settings under comparison over a number of independent runs.

We followed this approach to construct in Table 8, which reports the performance of the GP, GEP and SIHC systems and parameter settings considered in this paper on the rational-function and the Boolean-function testbeds. Statistics were collected by running each system on the 1,100 different problems in the training and validation sets for each problem class. Performance was estimated by averaging results of 100 independent runs. This required a total of 4,400,000 runs.

As can be seen from the table, SIHC with sub-tree mutation and a maximum of 25,000 mutations between restarts has the best performance on the rational functions problems irrespective of whether we used the BRF or the NBRF measures. TinyGP with 100% crossover has the best performance on Boolean induction problems. Also, there are large performance differences between roulette-wheel selection and tournament selection and between generational and steady state systems. These are statistically significant. For the generational GP system in the rational problems the mean and standard deviation of the performance measure decrease as the mutation rate increases, suggesting that there might be differences in behaviour between the high-mutation and high-crossover search modes. However, all differences in performance observed when crossover and mutation rates are varied are not statistically significant.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Rational Functions</th>
<th>Boolean Functions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Best of Run Fitness</td>
<td>Normalized BRF</td>
</tr>
<tr>
<td>Type Selection</td>
<td>Mean</td>
<td>Std. Dev.</td>
</tr>
<tr>
<td>Generational Random</td>
<td>6.5635</td>
<td>27.4912</td>
</tr>
<tr>
<td>Roulette</td>
<td>6.6153</td>
<td>28.0177</td>
</tr>
<tr>
<td>Tournament</td>
<td>4.7502</td>
<td>17.6580</td>
</tr>
<tr>
<td>GEP</td>
<td>4.2718</td>
<td>15.3276</td>
</tr>
<tr>
<td>Generational Random</td>
<td>6.9479</td>
<td>20.5852</td>
</tr>
<tr>
<td>Tournament</td>
<td>2.5828</td>
<td>5.8401</td>
</tr>
<tr>
<td>GEP</td>
<td>2.5341</td>
<td>5.7355</td>
</tr>
<tr>
<td>Tournament</td>
<td>2.3552</td>
<td>5.4806</td>
</tr>
<tr>
<td>GEP</td>
<td>2.2864</td>
<td>5.3267</td>
</tr>
<tr>
<td>Tournament</td>
<td>4.1644</td>
<td>10.7753</td>
</tr>
<tr>
<td>Steady State</td>
<td>0.8576</td>
<td>1.7970</td>
</tr>
<tr>
<td>Tournament</td>
<td>0.8720</td>
<td>1.7886</td>
</tr>
<tr>
<td>GEP</td>
<td>0.8682</td>
<td>1.8666</td>
</tr>
<tr>
<td>Tournament</td>
<td>0.8856</td>
<td>1.9348</td>
</tr>
<tr>
<td>GEP</td>
<td>2.1178</td>
<td>4.5666</td>
</tr>
<tr>
<td>SIHC</td>
<td>50</td>
<td>1.2440</td>
</tr>
<tr>
<td>Sub-Tree</td>
<td>50</td>
<td>1.1943</td>
</tr>
<tr>
<td>GEP</td>
<td>1000</td>
<td>1.0773</td>
</tr>
<tr>
<td>GEP</td>
<td>25000</td>
<td>0.6816</td>
</tr>
<tr>
<td>Unif.</td>
<td>25000</td>
<td>1.4295</td>
</tr>
</tbody>
</table>

Table 8: Standard experimental results with the GP, GEP, and SIHC systems under study
In other words, like the analysis based on our performance models, the data suggest that for
the systems and problems studied, changing the selection mechanism has a bigger effect than
varying the crossover and mutation rates. However, there are a variety of other phenomena that
we were able to capture (see Section 8.2) that simple performance statistics cannot reveal.

This does not mean, of course, that the information provided by our models cannot be cor-
roborated empirically. It can, but this may require targeted empirical analyses. To illustrate
this, in Table 9 we report the average Pearson’s correlation coefficients obtained by comparing
the performance results of pairs of program-induction algorithms on the same problems and with
the same performance measures used in Table 8. Careful inspection of the table confirms all the
relationships highlighted by our taxonomy. This includes the unexpected finding that generational
systems with tournament selection are more similar to steady state systems with tournament se-
lection than to generational systems with roulette-wheel selection and that SIHC with uniform
mutation is similar to generational GP systems with tournament selection and quite different from
the SIHC with sub-tree mutation. Why cannot this be inferred from Table 8? Simple: if one sys-

tem does well on a subset of problems and not so well on another subset while another does the
opposite, means and standard deviations of performance may not be able tell such systems apart.

9. Conclusions

We presented a set of techniques to build efficient and accurate models of the performance
of problem solvers. We modelled three versions of GP with multiple parameter settings, three
versions of GEP, two versions of SIHC (one with multiple parameters settings), one ANN learn-
ing algorithm, and two bin-packing heuristics. These algorithms were applied to the following
problems: symbolic regression of rational functions, Boolean induction, and off-line bin packing.

Many applications are possible for our models. They can be used to determine what is the best
algorithm for a problem, as shown in Section 7 where we obtained algorithm portfolios for EPAs
which had significantly better average performance than the best overall algorithm in the each
portfolio. As we showed in Section 8, they can also be used to reveal similarities and differences
between algorithms across whole problem classes and to build highly-informative algorithm tax-
onomies. Our taxonomy of EPAs, for example, provided numerous new findings, including that
the EPAs studied are little sensitive to the choice of genetic operator rates, while reproduction
and selection strategies influence performance significantly. Only some of this information can
readily be provided by standard empirical analyses, although once interesting relationships have
been identified through the use of our models and taxonomies, it is important to mine empirical
results (or perform ad-hoc runs) to corroborate such relationships, as we did with Table 9.

A difference between our models and other approaches to modelling EAs is that our models
can simply be used to accurately predict the performance of algorithms on unseen problems from
unseen problems from the class from which the training set was drawn. Other techniques, such as the fitness distance
correlation, \( fdc \), and the negative slope coefficient, \( nsc \), can only predict if a particular problem
is hard or easy, but not precisely how hard or easy (see Section 2). Also, our approach allows the
user to choose the performance measure they want to model, while \( fdc \) and \( nsc \) don’t.

The execution of our models involves an extremely low computational load. Of course, their
instantiation requires running a system, possibly multiple times, on a suitably large training set
of problems. However, the cost of this is similar to that required to compare the performance of
different algorithms empirically. The difference here is that once reliable models are constructed,
they can be used over and over again to test performance on new problems, while empirical testing
requires effectively re-running all systems on each new problem to see how they behave.

The main difference between our models and approaches used to solve in the algorithm selection
problem is that our models do not require the manual selection of sets of features to describe
problems, while in other approaches these features are typically defined by an expert and are
problem-specific. Instead, our models use the concept of closeness between the problem for which
performance is being estimated and some reference problems previously automatically selected
(i.e., the set \( S \)). This makes it easy to apply our approach to different classes of problems.
Table 9: Pearson’s correlation coefficient between the performance results obtained in 1,100 symbolic regression problems and 1,100 Boolean induction problems averaged across three performance measures (BRF, NBRF and success rate).

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Generational Roulette</th>
<th>Generational Tournament</th>
<th>Steady State Tournament</th>
<th>SIHC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1.00 0.90 0.50 0.00</td>
<td>1.00 0.90 0.50 0.00</td>
<td>1.00 0.90 0.50 0.00</td>
<td>Sub-tree Mut.</td>
</tr>
<tr>
<td></td>
<td>GEP</td>
<td>GEP</td>
<td>GEP</td>
<td>50</td>
</tr>
<tr>
<td><strong>Type Selection</strong></td>
<td></td>
<td></td>
<td></td>
<td>500</td>
</tr>
<tr>
<td>Generational Roulette</td>
<td></td>
<td></td>
<td></td>
<td>1000</td>
</tr>
<tr>
<td>1.00</td>
<td>0.86 0.87 0.86 0.86</td>
<td>0.76 0.77 0.77 0.78</td>
<td>0.77 0.78 0.81 0.70</td>
<td>25000</td>
</tr>
<tr>
<td>0.90</td>
<td>0.86 0.87 0.86 0.86</td>
<td>0.76 0.77 0.77 0.78</td>
<td>0.77 0.78 0.81 0.70</td>
<td>25000</td>
</tr>
<tr>
<td>0.50</td>
<td>0.89 0.89 0.89 0.89</td>
<td>0.80 0.80 0.80 0.81</td>
<td>0.80 0.81 0.84 0.73</td>
<td>25000</td>
</tr>
<tr>
<td>0.00</td>
<td>0.89 0.89 0.89 0.89</td>
<td>0.80 0.81 0.81 0.82</td>
<td>0.80 0.81 0.84 0.73</td>
<td>25000</td>
</tr>
<tr>
<td>GEP</td>
<td>0.78 0.78 0.77 0.77</td>
<td>0.69 0.69 0.69 0.70</td>
<td>0.71 0.72 0.74 0.64</td>
<td>25000</td>
</tr>
<tr>
<td><strong>Type Selection</strong></td>
<td></td>
<td></td>
<td></td>
<td>Unif.</td>
</tr>
<tr>
<td>Generational Tournament</td>
<td></td>
<td></td>
<td></td>
<td>25000</td>
</tr>
<tr>
<td>1.00</td>
<td>0.86 0.87 0.86 0.86</td>
<td>0.92 0.92 0.91 0.91</td>
<td>0.81 0.81 0.80 0.80</td>
<td>0.94</td>
</tr>
<tr>
<td>0.90</td>
<td>0.98 0.97 0.97 0.97</td>
<td>0.92 0.92 0.91 0.91</td>
<td>0.81 0.81 0.80 0.80</td>
<td>0.94</td>
</tr>
<tr>
<td>0.50</td>
<td>0.97 1.00 0.98 0.98</td>
<td>0.93 0.93 0.93 0.93</td>
<td>0.81 0.82 0.80 0.80</td>
<td>0.95</td>
</tr>
<tr>
<td>0.00</td>
<td>0.97 0.97 0.98 1.00</td>
<td>0.93 0.93 0.94 0.93</td>
<td>0.81 0.81 0.80 0.79</td>
<td>0.95</td>
</tr>
<tr>
<td>GEP</td>
<td>0.82 0.82 0.82 0.82</td>
<td>0.74 0.74 0.74 0.74</td>
<td>0.73 0.75 0.75 0.68</td>
<td>0.79</td>
</tr>
<tr>
<td><strong>Type Selection</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Steady State Tournament</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.00</td>
<td>0.76 0.76 0.80 0.80</td>
<td>0.92 0.92 0.93 0.93</td>
<td>1.00 0.97 0.97 0.96</td>
<td>0.80</td>
</tr>
<tr>
<td>0.90</td>
<td>0.77 0.77 0.80 0.81</td>
<td>0.92 0.92 0.93 0.93</td>
<td>0.97 1.00 0.97 0.96</td>
<td>0.80</td>
</tr>
<tr>
<td>0.50</td>
<td>0.77 0.77 0.80 0.81</td>
<td>0.91 0.92 0.93 0.94</td>
<td>0.97 0.97 1.00 0.97</td>
<td>0.78</td>
</tr>
<tr>
<td>0.00</td>
<td>0.78 0.78 0.81 0.82</td>
<td>0.91 0.91 0.93 0.93</td>
<td>0.96 0.96 0.97 1.00</td>
<td>0.77</td>
</tr>
<tr>
<td>GEP</td>
<td>0.74 0.74 0.77 0.77</td>
<td>0.83 0.84 0.84 0.85</td>
<td>0.80 0.79 0.80 0.80</td>
<td>0.70</td>
</tr>
<tr>
<td><strong>Sys. Mut</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Max Mut</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>0.77 0.77 0.80 0.80</td>
<td>0.81 0.81 0.81 0.81</td>
<td>0.80 0.80 0.78 0.77</td>
<td>1.00</td>
</tr>
<tr>
<td>500</td>
<td>0.78 0.78 0.81 0.81</td>
<td>0.81 0.82 0.82 0.81</td>
<td>0.80 0.80 0.78 0.77</td>
<td>0.96</td>
</tr>
<tr>
<td>1000</td>
<td>0.81 0.81 0.84 0.84</td>
<td>0.80 0.80 0.80 0.80</td>
<td>0.78 0.79 0.77 0.76</td>
<td>0.96</td>
</tr>
<tr>
<td>25000</td>
<td>0.70 0.70 0.73 0.73</td>
<td>0.80 0.80 0.80 0.79</td>
<td>0.81 0.81 0.78 0.76</td>
<td>0.95</td>
</tr>
<tr>
<td>Unif.</td>
<td>0.83 0.83 0.87 0.87</td>
<td>0.94 0.94 0.95 0.95</td>
<td>0.94 0.94 0.93 0.92</td>
<td>0.84</td>
</tr>
</tbody>
</table>
An important similarity between our models and those used in algorithm selection techniques is that they are linear functions of their features. One might wonder why such simple models work so well. Firstly, in both types of models the features used are related to the hardness of the problem. In the case of our models, the $d$ functions measure the similarity (e.g., the square of the dot product) or dissimilarity (e.g., the sum of absolute differences) between the input problem and a set of reference problems. So, by properly setting the magnitude and sign of the coefficients in Equation (5), linear regression can create a scheme by which similarity with a difficult reference problem leads to reducing the performance estimate and vice versa. Secondly, while our (and other) models are linear in their features, such features are typically non-linear functions of the degrees of freedom in the problem’s representation. The same architecture is used in some types of multi-layer perceptrons and radial-basis neural networks, which are powerful function approximators. So, it is not entirely surprising that our models can fit performance functions well.

Finally, we would like to briefly discuss possible future research avenues. Our approach is generally able to make accurate predictions on unseen problems from the class from which the training set was drawn. However, as we have seen in the case of ANN learning in the presence of rare problems requiring long training times, if new problems are not sufficiently similar to any of the problems in the training set, model predictions can significantly deviate from actual performance. In this paper we have not studied the problem of outliers in depth. By their own nature, outliers are rare and, thus, obtaining statistically meaningful results on model outliers would require an enormous computational effort. We expect outliers to be generated via two mechanisms: either a problem is very different (as assessed by the similarity measure $d$ used to build a model) from all the problems in the reference set $S$ and/or a problem falls in an region of the performance function which presents rapid changes (or discontinuities as in a phase transition) which cannot be well modelled with the simple kernel provided by the $d$ function. In future work we will investigate the possibility of detecting such cases to inform the user that the model might make incorrect predictions and/or to take counter measures.

Sizing the population is a major step in all population-based algorithms. So, in future research we also intend to apply our models to look at how population sizes influence performance. Also, as shown in Section 6.1, some closeness measures produce better models than others. It is possible that there exist even better measures than the ones we settled for in this paper. In future research we want to use GP itself to obtain even more predictive closeness measures. Furthermore, in this paper we used angles to measure the similarity between the models of different algorithms. In the future, we want to explore different ways of measuring such a similarity (e.g., via distances) since there is hope these may reveal even finer details. Also, introducing regularisation terms is a standard technique to transform ill-posed problems into well-posed ones. In future research we will explore the benefits of adding such terms (e.g., that the sum $\sum_p a_p^2$ be minimised) to least squares. Finally, we want to explore whether there are some performance measures and problem classes for which the approach is particularly suitable or unsuitable and why.
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