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Universidad Autónoma de San Luis Potośı, México
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Abstract

This contribution presents the application of a portfolio of forecasters to the problem of wind speed

forecasting. This portfolio is created using a single time series and it is based on a number of time

series characteristics, previously proposed, and a set of novel time series features. The results show

that the proposed portfolio produces accurate predictions, and, has better performance than the

forecasters composing it. In addition to this, the forecast values are used to determine the power

generation capacity of a wind turbine driven a permanent magnet synchronous generator.

Keywords: Algorithm Portfolio, Algorithm Selection Problem, Time Series Forecasting, Power

Generation Capacity, Wind Turbines

1. Introduction

The study of trends and patterns of complex systems is of great interest since the results

obtained from these studies support the decision-making process in many activities. For the case

of wind farms, the wind speed is the variable that decides the amount of electrical energy that

can be delivered by the farm. Given the fact that the wind speed is a random variable [1], it is

necessary to develop techniques capable of forecasting this variable. The forecast results are in

particular important to the optimal day-to-day operation of the power systems [2].

The forecast of the wind speed has been previously addressed and reported in the literature; for

example in [3, 4] an Auto-Regressive Integrate Moving Average (ARIMA) model was used, in [5, 6]

an Artificial Neural Network (ANN) was developed, closely related, in [7, 8] an ensemble of ANN

with empirical mode decomposition was proposed, in [9] a support vector machine (SVM) with

wavelet transform was presented, a Bayesian structural model was used in [10], and, in [11, 12], a

Genetic Programming technique was applied, just to mention a few works. Clearly, there are other

variables of interest to the electrical scientific community, such as electric load forecasting [13, 14],
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economic forecasting [15], water flow [16], wave behaviour [17, 18], maximum temperature of the

next day [19], and solar radiation [20, 21, 22, 23, 24], among others. For a recent review in

forecasting of wind power generation we refer the reader to Foley et al. [1].

The first problem to face, when forecasting a time series, is to decide among all the different

forecasters which one to use. This problem is known as the algorithm selection problem [25], the

idea is to select among a set of different algorithm which one would perform the best given a

particular problem. In this context, the problem is to select the forecaster that would perform

the more accurate predictions. Closely related to this problem is the algorithm portfolio. An

algorithm portfolio is a collection of algorithms that are run in parallel or in sequence to solve a

particular problem. That is, the portfolio would perform more accurately predictions than any of

the forecasters included in it.

Recently, an algorithm portfolio composed by traditional forecasters was developed in [26],

namely ARIMA (see [27, 28]), and the Exponential smoothing state space model with Box-Cox

transformation, Auto-Regressive Moving Average (ARMA) errors, Trend and Seasonal compo-

nents (BATS) (see [29]). This portfolio was tested on different time series, and, for each time

series, it selects the forecaster that would perform the best for that particular case. Clearly, the

approach reported in [26] is not adequate when there is only one time series. This is because the

portfolio would be used only once, consequently, the cost of building it would not be justified.

The idea of automatically selecting a forecaster has been studied previously; one of the first

attempts to automate the process of selecting and/or tuning a forecaster was presented in [30].

The authors proposed a number of rules that were used to combine the forecasts performed by four

techniques: random walk, linear regression, Holt’s linear exponential smoothing [31], and Brown’s

linear exponential smoothing [32]. This work was then extended and improved in [33, 34], where

the authors reduced the number of rules and proposed an automatic process to identify the most

prominent time series features.

The first fully automated selection procedure was presented in [35] (and later extended in [36]).

In these works, an induction-based expert system was used to select the most promising forecasting

technique based on time series features. Almost during the same period, a discriminant analysis

was used to select the most appropriate forecasting technique (see [37]). It is interesting that

neither of them used the terms meta-learning or an algorithm selection problem (a common issue

across different domains, further discussed in [38]).

More recently, this problem has been addressed by different researchers (see [39, 40, 41, 42])

using a variety of machine learning techniques, including linear combination of features, and

decision trees, among others; and proposing novel time series characteristics that aim to enrich

the set of features describing the time series. All these works have in common that all the features

used to tackle the algorithm selection problem are based on time series characteristics. That is,
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these features are tailored specifically to describe time series, a few examples of these are: trend,

seasonality, serial correlation, and periodicity, among others.

The aforementioned procedures, including our previous work [26], perform the next steps to de-

cide which forecaster will be used given a time series, i.e., to solve the algorithm selection problem.

Firstly, these techniques require a set of different time series, for each of them their characteristics

are computed. Secondly, a machine learning technique is trained to relate the characteristics with

the performance of the different forecasters composing the portfolio. Finally, given a new time

series, the machine learning technique, trained previously, decides which forecaster will be used to

predict the next points of the given time series.

To the best of our knowledge, a procedure, in a portfolio, that solves the algorithm selection

problem using a single time series has not been proposed in the literature. This contribution tries

to fill this gap by extending our previous work [26] to the case of a single time series. The idea is

to solve the algorithm selection problem given a time series, and forecast n points ahead of that

time series.

For a completeness of this contribution, the wind speed forecast is used to determine power

generation capacity of a stand-alone wind turbine driven by a Permanent Magnet Synchronous

Generator (PMSG) in the next hours. We have focus on this research topic due to the fact that

wind power is today’s most rapidly growing renewable energy source. This as a result of the

generalized growing concern regarding the collaboration between fossil fuels and environmental

pollution, the depletion of fossil fuels, and in consequence the increase of fossil fuels prices.

From the different types of wind turbines available in the market, in this paper a PMSG wind

turbine is used, because this type of wind turbines have drawn great interest to wind turbine

manufactures due to the advance of power electronics technology, improved designs and fabrica-

tion procedures [43, 44]. The model used in this contribution was implemented in the software

Simulink/Matlab [45], this with the aim of having a more accurate power generation representa-

tion.

The rest of this paper is organized as follows: Section 2 presents the time series characteristics

proposed by Wang et al., Lemke et al., and our own. These time series features are extended in

Section 3 to be used in the portfolio when there is only one time series. Section 4 presents the

details of the PMSG wind generation system. In Section 5, the results obtained in the forecast

of the wind speed time series are presented and discussed; finally, Section 6 draws the main

conclusions of this research work.

2. Portfolio of Forecasters

In general, an algorithm portfolio is built using a machine learning technique that selects the

algorithm used to solve the problem at hand. Commonly, supervised learning algorithm [46] are
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used, and the portfolio is treated as a classification problem or as many regression problems. In

a classification problem each different algorithm in the portfolio is given a unique label, and the

classification algorithm is trained using a set of pairs of T = {(xi, yi) |i = 1 . . . n} where xi is

a vector of features —this is related to the problems being solved — and yi corresponds to the

algorithm that solved the best the i-th problem.

On the other hand, when the portfolio uses a regression algorithm to make the selection, one

needs to solve as many regression problems as algorithms are in the portfolio. More specifically, for

the j-th algorithm in the portfolio, a regression problem is created using T , as previously stated,

with the difference that yi is the performance of the j-th algorithm on the i-th problem, e.g., mean

square error. This process can be seen as modeling performance of an algorithm (see [47]); and,

for now on, we refer to the trained regression algorithm as being a model of performance, all these

models are used to estimate the performance of all the algorithms in the portfolio given a new

problem, then the algorithm selected is the one that has the best predicted performance. This

approach is followed in this contribution.

As it can be observed, the first step to create a portfolio is to build T . T is build using the

pairs (x, y), where y is given by the performance of the algorithms, and x ∈ <d is the vector of

features that are related to the problem being solved.

To the best of our knowledge, all previous work designing portfolio of forecasters have followed

the following procedure to compute x. Let xi be the i-th component of x, then xi = fi(y) where

y is the time series of length `, and fi : <` → <. Consequently, x is computed using a set of

functions F = {fi|i = 1 . . . d} and a time series y. Finally, T is built by applying F on a set of

different time series, i.e., {y1, . . . ,yn}.

In the rest of this section, we describe different time series characteristics, i.e. f , that have

been proposed previously by other researchers and our own previous works. Subsection 2.1 shows

the features proposed by Wang et al. [41]. The time series characteristics proposed by Lemke et al.

are shown in Subsection 2.2, and the features proposed in our previous research work [47, 48, 26]

are described in Subsection 2.3.

2.1. Wang et al.’s Time Series Characteristics

Wang et al. [41] proposed 13 time series features used to characterize univariate time series.

Let us denote by wi for i = 1 to 13 these time series characteristics, and w has the same signature

than f .

Let w1 = 1 − σ2(yf )
σ2(yp−ys)

and w2 = 1 − σ2(yf )
σ2(yp−yt)

where yf = yp − yt − ys, yp is the time

series after the Box-Cox transformation1 [50]; yt corresponds to the trend of yp, ys is the seasonal

1We used the BoxCox transformation implemented in [49]. λ is obtained using the loglik method with −1 and
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component of yp, and σ2(·) is the variance; w3 is the periodicity of yp − yt which is computed

using the autocorrelation. The next two features, w4 and w5, correspond to the serial correlation

of y and yf , respectively; w6 and w7 are the nonlinear autoregresive structure measured from y

and yf , respectively, w8 and w9 are the skew of y and yf , respectively; and w10 and w11 are the

kurtosis of y and yf , respectively. The self-similarity or long-range dependence corresponds to

w12 and it is measured using yf . The last characteristic, i.e., w13, is chaos, which is computed

using the Lyapunov exponent on y.

2.2. Lemke et al.’s Time Series Characteristics

Lemke et al. [42] used different machine-learning techniques such as neural networks, decision

trees, support vector machines, and zoomed ranking, to tackle the algorithm selection problem.

These machine learning techniques were trained with 27 time series features. Let li for i = 1 to

27 be the different time series characteristics.

The first ten features are based on traditional statistics, i.e., l1 be the σ(yp − yt), l2 is the

skewness of y, l3 is the kurtosis, l4 = `, l5 = y
yp−yt

, l6 is the Durbin-Watson test of y − yp + yt,

l7 counts the turning points of y, l8 is the step change, l9 computes the non-linearity, and l10 is

the largest Lyapunov exponent.

The next five features correspond to characteristics computed in the frequency domain, i.e.,

l11, l12, and l13 are the highest values of the power spectrum frequencies. l14 is maximum value

of the power spectrum, and l15 count the number of peaks greater than 60% of the maximum.

The next four features correspond to the auto-correlation coefficients, namely acf (auto-correlation

function) and pacf (partial auto-correlation function). l16 and l17 are the first two coefficients of

acf, and l18 and l19 correspond to the first two coefficients of pacf.

The last eight characteristics measure the diversity of the algorithms being analyzed, i.e.,

l20, l21 and l22 measure the difference between the error of each forecaster and the error of a

forecaster composed by the average forecast of the whole algorithms; l23, l24, and l25 are the ratios

between the previous values, i.e., error of forecasters and error of average forecast, and l26 and l27

are the mean and standard deviation of the correlation coefficients of the forecast made by the

algorithms. Lemke et al. [42] proposed two more features which are the number of algorithms in

the top performing cluster and the distance between the top performing cluster and the second

best; however, these values are not included in this contribution because our forecasters are not

grouped into clusters.

1 as its limits
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2.3. Graff et al.’s Features

Our first set of features [47] were proposed to estimate the performance of Genetic Programming

(GP) (see [51, 52]) and related techniques. This set of features uses the idea that the performance

of a GP system on problem y, i.e., P (y), can be estimated using the performance of a set of

reference algorithms in the problem y. In formulae, the model is defined as:

P (y) ≈ a0 +
∑
s∈S

as · ds(y) (1)

where S are the solutions given by the algorithms, ds(y) is the performance of the algorithm s on

problem y, and as are coefficients that need to be identified. In order to initialize Equation (1),

one needs to define S. In this contribution, S contains the algorithms composing the portfolio.

Our second set of features [48, 26] are inspired by the discrete derivative of a function. The

discrete derivative of a function f w.r.t. a variable x is defined as:

4hf(x) =
f(x+ h)− f(x)

h
, (2)

where h is the step size. Normally, one tries to set h to the smallest possible value; however,

counter intuitively, the difficulty indicators used are computed by varying the value of h and the

order of the derivative i. In formulae:

ςhi =
1

|I|
∑
x∈I
| 4h f (i)(x)|, (3)

where i is the i-th order derivative, h is the step used to compute it, and I contains all the input

patters. These features are easily explained with an example. Firstly, let f be a time series

where f(1) is the first measurement of the series, f(2) is the second, and so on. In this case, I is

1, 2, . . . , `, where ` is the length of the time series. Secondly, let us define f as f(1) = 12, f(2) = 2,

and f(3) = −1, consequently, ς11 (f) = |41 f
(1)(1)|+ |41 f

(1)(2)|, 41f
(1)(1) = f(2)− f(1) = −10,

41f
(1)(2) = f(3)− f(2) = −3, and this yields to ς11 (f) = 13

3 .

To sum up, we have described the time series characteristics presented by Wang et al., Lemke

et al., and our own. In the next section, we describe how these features can be used to create a

portfolio of forecasters for a single time series.

3. Portfolios for a Single Time Series

As we have mentioned previously, in order to create a portfolio is needed a training set T

formed by pairs of problems and performance of the algorithms [38]. So far, we have described

that, in previous work, the problems are time series whose characteristics are used to create T .

Clearly, for the case where there exists only a time series, then, the previous approaches are not

viable because T would have only one element.
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In order to create T given only a time series, we follow the procedure used to initialize an

auto-regressive model. An auto-regressive model has the form:

ŷt =

w∑
i=1

aiyt−i, (4)

where ŷt is the value of the time series at time t, ai is a coefficient that needs to be identified,

and w is the window width. In order to identify a, one can use ordinary least squares (OLS) as

follows. Let a = (a1, . . . , aw)′, b = (yw+1, yw+2, . . . , y`)
′, and

W =


y1 y2 . . . yw
...

... . . .
...

y`−w . . . . . . y`−1

 , (5)

then one needs to solve the equation Wa = b whose solution is a = (W′W)−1W′b.

A similar procedure is performed in [26] to initialize the models of performance of forecasters.

The only difference is that i-th row of W is the result of applying F to the i-the time series,

and w is set to d to be consistent with our notation. By noting that in this later case, each row

corresponds to the features of a time series, it is reasonable to investigate whether the rows of W

(see Equation (5)) can be treated as independent time series, and, as a consequence, F is applied

to each of these rows. That is, the time series is transformed to W, and, then, each of its rows is

treated as a different time series where ` = w.

Although the rows of W are treated as independent time series, these are not, and inspired on

these relation we propose a set of novel time series characteristics. These characteristics measure

the change of the time series based on the difference of the time series characteristics. These are

defined as follows. Let ∆ be the matrix formed by applying F to each row of W, for example,

∆Wang is created by applying the time series characteristics proposed by Wang et al. to W, this

lead to a (`− w)× 13 matrix. Our novel features are computed from ∆ using:

δi,j =
∑
k

∆i+v−j,k −∆i+v,k, (6)

for i = 1 to `−w−v, where v corresponds to the number of characteristics, j goes from 1 to v, and

k iterate over the number of columns of ∆. Let us illustrate our novel time series characteristics

with an example. Let ∆ be a n × 13 matrix, e.g., this matrix could be the one computed with

Wang et al.’s features. In this case, index i, of δi,j , iterates from 1 to n − v, and j from 1 to v,

this result in a (n− v)× v matrix which correspond to our novel features.

Inspired by the features proposed by Lemke et al. [42] to measure the diversity of the algo-

rithms, we proposed a novel set of features. Lemke et al. measures the diversity of the algorithms

in the training phase of the forecasters. That is, the error between the predicted values and actual

values in the training of the forecaster is used to compute the correlation of all the algorithms.
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Our novel set of features complements this, by computing the difference of the algorithm at the

prediction step. Let ŷa and ŷb be the forecast made by algorithm a and b, then we compute the

absolute difference of these predictions, i.e., γ = |ŷa − ŷb|. Please note that the measured value

y is unavailable to the forecaster, and, consequently, it is not possible to compute the prediction

error.

To sum up, we proposed features that complement Lemke’s diversity characteristics, and Equa-

tion (6) was applied to Wang et al. time series characteristics, the first 19 features proposed

by Lemke et al., the diversity features proposed by Lemke et al., the indicators described in

Equation (1), and the characteristics defined in Equation (3). In total, we used 100 time series

characteristics given that v = 10, i = 8, h = 9, and |S| = 3.

3.1. Modeling Forecasters

Now that we have described the different time series characteristics, and the considerations

made to include them in the case of a single time series, we are in the position to describe the

model. As we mentioned previously, this problem can be tackled with a variety of machine learning

techniques such as: ANN, SVM, mixture-of-experts, and linear regression, among others.

One of the simplest approaches, to create a model, is to combine all the features into a linear

equation. This has shown success in solving the algorithm selection problem in other domains,

e.g., [53, 54, 55, 56, 57, 58], and, we also used it in our previous works [47, 48, 26]. Based on the

related work, and our own previous experience, we decided to follow this path.2 As consequence,

the model is defined as:

P (y) =

13∑
i=1

ai · wi(y) +

27∑
i=1

ai · li(y) +
∑
s∈S

as · ds(y) +

n∑
h=1

n
h∑
i=1

ahi · ςhi (y)

+
∑

j∈{w,l,ς,γ}

10∑
i=1

ai · δi(∆j) +

3∑
i=1

ai · γi(y)

, (7)

where w is Wang et al. features, l represents Lemke et al. characteristics; our previous charac-

teristics are d, and ς. Finally, the novel time series features are δ and γ. The a’s coefficients are

identified using a training set T and Lars [59]. Note that the fourth and fifth term of Equation (7)

are double summations, and the a coefficients have two indexes; these indicate that there is a

coefficient for every pair of values (h, i) and (j, i), respectively.

The procedure used to initialize Equation (7) is similar to the one used to solve Equation (4).

That is, first matrix W is defined, here each column corresponds to each different time series

2It is worth noting that the use of more complex techniques is worth exploring; however, we decided to leave

this as future work.
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feature. Then, vector b is constructed by measuring the performance of the forecaster being

analyzed. That is, the forecaster is trained using the first measurements of the time series (e.g.

the first 20 days), and then this forecaster is used to predict a number of points, e.g. the following

20 days, using a particular time horizon. These predicted points are compared against the ground

values, and these errors are used as the response variable, i.e., b. Now that the system of equations

is formed, we used Lars [59] and a cross-validation technique [46] (5-folds) to identify the coefficients

ai.

4. PMSG Wind Turbine

Figure 1 illustrates the general structure of a stand-alone PMSG wind generation system used

in this contribution. The system consists of a wind turbine connected to a permanent magnet

synchronous machine with the stator windings connected to a converter. The converter is composed

by a three-phase diode bridge rectifier, which is controlled to extract maximum power from the

prevailing wind. A pulse-width modulation (PWM) inverter ensures the injection of the produced

power to the AC load. Between the two converters, a capacitor is used as a DC voltage link. The

system is connected to a three-phase load through a LC filter to improve the current quality.

Figure 1: Simulation model components

The proposed model has been modeled and simulated using the Simulink/Matlab software [45],

as shown in the Figure 2. The model includes an input for the wind speed sequence obtained in the

forecast using the portfolio algorithm, this with the aim of having a more precise estimation of the

electrical power that the system is generating at each instant of time. The control algorithms and

models used to represent the system can be consulted in the references [60, 61]. The parameters

of the system used in this work are given in Appendix A.

5. Results

Forecasting techniques are frequently used in wind generation systems to assess the power

generation capacity, and the results obtained are used to make technical and economic decisions,
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Figure 2: Simulink/Matlab representation of the test system
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e.g., transmission system operators are interested in know the production capacity of a wind farm

in order to maintain the balance of power transmitted through the network, while in a deregulated

system, the wind farm owner is interested in know the production capacity at least 48 hours in

advance to raise the necessary strategies to compete in the energy market [62].

In this case study, the time series used correspond to wind speed measurements made by the

Comisión Federal de Electricidad (CFE) in the wind generation system, La Venta, located in

Oaxaca, México. This time series contains 8759 measurements recorded on an hourly basis at a

height of 30 m, in the year of 1999; the measurements can be consulted at the reference [63].

The first step in order to test our approach is to decide which forecasters would form the

portfolio. In [26] we create a portfolio of three traditional forecasters namely, ARIMA (see [27, 28]),

ETS (see [64, 65, 66]), and BATS (see [29]). Based on our previous experience, in this contribution,

we decided to use these three forecasters; however, BATS was not competitive, and, we decided to

replace it with an auto-regressive (AR) model (see Equation (4)) with a window of twenty four, i.e.,

w = 24. In summary, our portfolio is composed by ARIMA, ETS and AR. Clearly, one can include

in the portfolio different techniques that have been successfully applied to forecast time series such

as: ANN, GP, and SVM, among others. However, we decide to use traditional techniques, because

these contain fewer parameters (e.g., ARIMA has 3 parameters) than, for example, ANN. In

addition to this, there are fully automated procedures to use them, in particular, we used the

implementation of the forecast package of R [49]. Furthermore, the computational cost require is

lower than the other methodologies mentioned above. Nonetheless, the inclusion of more complex

techniques is worth exploring, and we will pursue this avenue of research as future work.

The second step is to create the training set T and a validation set V. As mentioned previously,

T is used to initialize the portfolio and V is used to asses its predictions capabilities, V is also

known as out-sample data in other domains. In order to create T one needs to measure the

performance of each forecaster in each problem in T . To do this, one needs to train the forecaster

on each problem in T , and, then, one can measure its performance. It is worth mention that this

step requires the majority of the computational resources of our procedure; however, given that

traditional techniques are being used, this step can be perform in the order of minutes.

In order to test our portfolio, we decided to create 50 different training sets and 50 different

validation sets. The idea, behind these values, is to include as many days as possible in the

validation set, i.e., to test the generality of our approach, and, also, to have robust statistics, in

order to compare the performance of our approach against the traditional forecasters included

in the portfolio. The procedure used to create these 50 sets took into consideration that the

forecasters need to be initialised, and, also, the coefficients of the model need to be identified. In

summary, approximately 76 days were not used in the validation, and, so, for these days, we could

not measure the capabilities of our model. Nonetheless, more that 78% of the available data was
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used to test our modelling technique.

Specifically, the following procedure was performed to create the 50 training and validation

sets. The data was split into 61 points; uniformly distributed, starting from the 20-th day3 and

removing the last 23 hours of the year.4 The i-th point marks the beginning of the i-th set and the

point i+ 1 corresponds to the end of that particular set. In total, there are 60 different sets, all of

them have in average 137.38 measurements.5 Let us explain the construction of the i-th training

set Ti and its corresponding validation set Vi. The first step to create these sets is to initialize the

forecasters, we decided to use all the measurements up to the i − th point to do this, e.g., when

i = 1 the we used the first 20 days to train the forecasters. Now that the forecaster is trained,

we used it to forecast all the measurements until the end of set i + 9. That is, we used 10 sets.

Using this information, we create Ti.6 Note that all the points below the (i + 10)-th mark have

been used for either training the forecaster or creating T . Consequently, these cannot be used to

create Vi. Instead, Vi is created by all the predicted values in the i+ 10 set; these are computed

by training again the forecaster using the actual measurements before the (i + 10)-th mark. In

summary, there are 60 different sets, namely Si for i = 1 to 60. Then the i-th pair of training and

validation sets is defined by (Si, Si+10), respectively.

We used different time horizon h to test the portfolio, starting from 1 hour to 24 hours ahead.

The procedure used to predict the values is as follow: let t be all the measurements obtained until

time t then the value t+ h is forecast. To forecast the point t+ h+ 1 we used all the information

until t+ 1; we continue this process until the end of the set being predicted.

Table 1 shows the performance of the portfolio; the different forecasters of the portfolio, the

performance of a traditional selection mechanism, and the performance of a portfolio enhance with

a perfect model. Clearly, this last portfolio gets the best performance with these forecasters. The

column label Tr. Sel. corresponds to the traditional selection, which is to select the forecaster

based on its prediction in a set not seen during the training phase. Specifically, the performance

of the forecasters is assessed with the data used to initialize the portfolio. That is, the forecaster

used to predict set Vi is the one with the best performance in the training set. The performance is

the mean absolute error, with the difference that all the data is in the range (0, 1). The parameters

of this normalization are obtained using actual measurements.

From Table 1, it can be observed in bold the forecaster with best performance, in this com-

3These 20 first days are used to train the forecasters for the first pair of training and validation. Note that the

AR model has 24 degrees of freedom, and, with these days, we have at least 20 measurements for each degree, so

we are confident that this is a well-posed problem.
4We decided to remove these last hours, so that each day has 24 measurements.
5Clearly, some blocks contains 137 values an others 138.
6In average |Ti| has 1373 elements, we included that many elements in the training set to be confident that the

identification of the model’s coefficients is a well-posed problem, given that the model has 100 degrees of freedom.
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parison we did not include the portfolio with the perfect model. The first column indicates the

time horizon starting from one hour to twenty-four hours. As it can be seen, our portfolio has the

best performance in almost all the cases, the exception is on one hour ahead. Furthermore, the

table presents the p values of Student’s t-test, it can be observed that our portfolio is statistically

better in 17 cases with a confidence of 95 %; in two more cases with a confidence of 90 % and

in the rest five time horizons is statistically equivalent, this includes the one hour ahead study.

Please observe that our portfolio is better with a confidence of 99 % in all time horizons above 11

hours, i.e., h = 12, . . . , 24.

The last column (label Gain) indicates the percentage of improvement of the portfolio. The

best improvement is for h = 17 and around this time horizon is where our portfolio gets the best

scores. On average, the improvement of the portfolio is 6.21 %. In order to compute the gain,

we analyzed the performance of this procedure. Let us define an improvement of 100% to the

portfolio that has the performance of the perfect model (column Perfect), and assign a 0% to

the portfolio that has the same performance as the algorithm with best average performance; we

include here the performance of the traditional selection. For example, for h = 22 the forecaster

with best average performance is the traditional selection with 0.1265.

Regarding the forecasters, it can be observed that AR obtained the best average performance

from one hour ahead to seventeen hours ahead; and ARIMA has the best average performance in

the rest of the time horizons, i.e., h = 18, . . . , 24. Comparing the traditional selection (Tr. Sel.)

with the forecasters, it is observed that this selection technique has the best performance from 16

hours ahead to 22 hours ahead.

So far we have compared our portfolio against the forecasters composing the portfolio and a

traditional selection technique. However, we have proposed a number of novel time series charac-

teristics and we have not provided any insight on whether these features are useful. The results of

comparing the performance of the portfolio with these novel features against the portfolio without

them show that the portfolio with all the features has the best performance in all the cases, except

when h = 8; however, in this case the p-value is 0.95. Furthermore, in 9 time horizons the p values

are higher than 0.05, indicating similarity in performance. For the rest of the time horizons (15

cases) the portfolio shown in Table 1 has the best performance. Clearly, these results suggest that

our features are improving the performance of the portfolio, and, in fact, based on the performance

of the portfolio, these novel features are statistically significant.

The information presented on Table 1 allow us to compare our technique against the forecasters

composing the portfolio, and a traditional selection technique. However, one of the aims of this

work is to know whether the predictions made by the portfolio can be used to forecast the generated

power. We decided to forecast the power generated from day 249 to day 306. Figure 3 shows the

power generated obtained with the forecast made by the portfolio and the real power generated.
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Table 1: Performance (in terms of the normalize mean absolute error) on different time horizons (h) of the portfolio,

the different forecasters, and two selection techniques which are selecting with a perfect model and using the fitness

in a validation set (label as Tr. Sel.). The table presents the p value of the Student’s t-test, and the last row (Gain)

shows the percentage of improvement of the portfolio.

h Portfolio Tr. Sel. AR ARIMA ETS Perfect p-value Gain

1 0.0367 0.0367 0.0366 0.0370 0.0379 0.0319 0.1328 −2.15 %

2 0.0547 0.0553 0.0552 0.0561 0.0588 0.0468 0.0008 5.91 %

3 0.0673 0.0682 0.0678 0.0693 0.0744 0.0561 0.0312 4.02 %

4 0.0771 0.0783 0.0778 0.0798 0.0875 0.0632 0.0239 4.45 %

5 0.0860 0.0869 0.0863 0.0889 0.0988 0.0690 0.3979 1.66 %

6 0.0924 0.0934 0.0931 0.0960 0.1081 0.0733 0.0822 3.44 %

7 0.0983 0.0990 0.0989 0.1020 0.1157 0.0766 0.1813 2.49 %

8 0.1031 0.1038 0.1032 0.1068 0.1220 0.0790 0.8380 0.40 %

9 0.1062 0.1072 0.1066 0.1105 0.1268 0.0801 0.4351 1.53 %

10 0.1083 0.1101 0.1092 0.1135 0.1306 0.0811 0.0915 3.27 %

11 0.1104 0.1124 0.1115 0.1165 0.1344 0.0821 0.0457 3.90 %

12 0.1121 0.1147 0.1138 0.1191 0.1380 0.0828 0.0062 5.31 %

13 0.1146 0.1175 0.1165 0.1216 0.1413 0.0838 0.0033 5.80 %

14 0.1166 0.1196 0.1190 0.1238 0.1444 0.0847 0.0003 7.16 %

15 0.1178 0.1220 0.1215 0.1256 0.1465 0.0856 0.0000 10.40 %

16 0.1188 0.1237 0.1241 0.1270 0.1482 0.0863 0.0000 12.90 %

17 0.1203 0.1254 0.1263 0.1279 0.1487 0.0865 0.0000 12.99 %

18 0.1213 0.1253 0.1283 0.1282 0.1486 0.0863 0.0000 10.15 %

19 0.1220 0.1263 0.1305 0.1279 0.1479 0.0861 0.0000 10.87 %

20 0.1219 0.1262 0.1325 0.1274 0.1461 0.0853 0.0000 10.32 %

21 0.1219 0.1264 0.1347 0.1270 0.1445 0.0851 0.0000 10.80 %

22 0.1233 0.1265 0.1375 0.1267 0.1432 0.0847 0.0000 7.52 %

23 0.1240 0.1280 0.1406 0.1270 0.1423 0.0844 0.0003 7.19 %

24 0.1239 0.1289 0.1437 0.1277 0.1424 0.0840 0.0000 8.81 %

Average 0.1041 0.1067 0.1090 0.1089 0.1240 0.0769 0.0946 6.21 %

The wind speed forecast corresponds to a time horizon of six hours. It can be observed that the

predicted generated power closely follows the generated power. Figure 4 complements this figure

by showing the relative error between the predicted power and the actual measurements. The

relative error is a number that compares how incorrect a quantity is from a number considered to

be true, that is, this concept help us to determine how close the predicted data are in comparison
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to the measured data. The relative error is defined as [67]:

Relative error(%) =

∣∣∣∣Measurement value− Predicted value
Measurement value

∣∣∣∣ · 100 (8)

It can be observed that for most of the period, the relative error is well below 10 %. However,

there is a period around the values 600 and 800 where the relative error is very high, reaching

relative errors close to 80 %. This increment in the relative error is because in that period the

wind speed value is close to zero, and the obtained forecast has a different value.

Figure 3: Electric power generated with the predictions made by the portfolio and the actual power generated.

6. Conclusions

A portfolio of forecasters for a single time series has been presented in this contribution.

This portfolio is built by extending previous time series characteristics, specifically, the features

proposed by Wang et al., Lemke et al. and our owns features. In addition to this, we have proposed

a number of novel time series characteristics. These novel features complement the previous ones

and together create a better portfolio.

The performance of the portfolio has been compared against the performance of the forecasters

composing it. The results have shown that our portfolio is statistically better in 19 of the 24

different time horizons tested. Furthermore, it only has a lower performance for the one step

ahead forecast. It has been shown that on average our portfolio has an improvement of 6.21 %

and the best improvement is presented when h = 17.

For completeness, we have also tested the practical application of the wind speed related with

the field of electrical engineering. That is, we have performed simulations to illustrate the amount
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Figure 4: Relative Error between the predicted power generated and the actual power generated

of power generated by the forecast wind and the actual wind using a stand-alone PMSG wind

generation system implemented in Simulink/Matlab. The simulations have shown that most of

the time, the amount of power obtained using measurements and the forecast data are very similar.

This indicates that our approach can be used to predict the amount of energy that a wind farm

will produce in a short period of time (we presented the results for six hour).

Appendix A. Test System Parameters

The parameters of a PMSG wind turbine used in this contribution are the following [68]:

Table 2: Wind Turbine Parameters

Parameter Value

Air density 1.205 kg/m3

Rotor radius 38 m

Rated wind speed 11.8 m/s

Maximum power coefficient 0.4412

Table 3: Drive Train Parameters

Parameter Value

Gear ratio 1

Rotational damping coefficient 0

Equivalent inertia (turbine and generator) 0.3 kg m3
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Table 4: Generator Parameters

Parameter Value

Rated generated power 2 MW

Rated mechanical speed 2.18 rad/s

Stator resistance 0.08

Stator d-axis inductance 0.334 H

Stator q-axis inductance 0.217 H

Stator leakage inductance 0.0334 H

Permanent magnet flux 0.4832 Wb

Pole pairs 3
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http://dep.fie.umich.mx/∼mgraffg/WindSpeedVentaOaxaca.zip.

[64] Rob J Hyndman, Anne B Koehler, Ralph D Snyder, and Simone Grose. A state space

framework for automatic forecasting using exponential smoothing methods. International

Journal of Forecasting, 18(3):439–454, July 2002.

[65] Rob Hyndman, Muhammad Akram, and Blyth Archibald. The admissible parameter space for

exponential smoothing models. Annals of the Institute of Statistical Mathematics, 60(2):407–

426, 2008.

22



[66] Rob Hyndman, Anne B. Koehler, J. Keith Ord, and Ralph D. Snyder. Forecasting with

Exponential Smoothing: The State Space Approach. Springer, August 2008.

[67] Yanlin Jiang, Alina A. von Davier, and Haiwen Chen. Evaluating equating results: Percent

relative error for chained kernel equating. Journal of Educational Measurement, 49(1):39–58,

2012.

[68] A. Rolan, A. Luna, G. Vazquez, D. Aguilar, and G. Azevedo. Modeling of a variable speed

wind turbine with a permanent magnet synchronous generator. In IEEE International Sym-

posium on Industrial Electronics, 2009. ISIE 2009, pages 734–739, 2009.

23


